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1  About the Learning Federation
The Learning Federation was formed in 2001 as a partnership among industry, academia, and private foundations to stimulate research and development in learning science and technology.  The Learning Federation developed the Learning Science and Technology R&D Roadmap with the goal of providing a vision of where we can go with adequate investment in learning science and technology R&D and a detailed research plan to achieve that vision. Our goal is to catalyze a partnership joining companies, universities, government agencies and private foundations to execute the research plan and make possible radically improved approaches to teaching and learning enabled by information technology.

The Learning Federation is led by a Steering Committee of national leaders in learning science and information technology to provide advice and guidance, review and endorse the research plan described in the Roadmap, and act as advocates on its behalf. In addition, more than 70 leading researchers, from industry, academia, and government donated time and labor to help us develop the Roadmap through their participation in focused workshops, interviews, and preparation of technical plans.

The Learning Science and Technology R&D Roadmap is comprised of a series of five component roadmaps, focusing on the following topics:
· Instructional Design: Using Simulations and Games in Learning 
· Question Generation and Answering Systems 
· Learner Modeling and Assessment
· Building Simulations and Exploration Environments
· Integration Tools for Building and Maintaining Advanced Learning Systems
The component roadmaps provide an assessment of the R&D needs, identify key research questions and technical requirements, and detail the chronology of the R&D activities over the next five to ten years. Each roadmap also articulates long-term goals and shorter-term benchmarks. Collectively, by articulating a vision of next-generation learning systems, these roadmaps provide a comprehensive strategic view of the field, which can guide researchers, industry, and funding agencies as they enable continued innovation in educational technology.

The R&D roadmaps are constructed to support both basic research and highly applied efforts to build tools, design software, and develop courses using the products of this research. The research plan is crafted to ensure that supported research will generate a continuous flow of carefully evaluated instructional components, instructional strategies, and tools adaptable to multiple contexts, including university and corporate learning. The tools developed will enable increases in scale that will make these capabilities readily affordable to all. In turn, affordability will permit routine use of new tools in schools, colleges, workplaces, and homes.

The reader is encouraged to read the Roadmap Executive Summary, which summarizes the component roadmaps and describes a research plan to manage the R&D described in the roadmap. The Executive Summary and the component roadmaps are available at www.fas.org/learningfederation.org.

2  About This Roadmap
This document is a research roadmap for developing technologies that can facilitate the use of computer-based simulation in learning. Research has demonstrated that simulation environments are powerful learning tools that encourage exploration by allowing learners to manipulate parameters and visualize results.  Simulations used in academic settings, can enhance lectures, supplement labs, and engage students.  In the workplace, simulations are a cost-effective way to train personnel.  Synthetic or virtual environments are capable of supporting games, exploration, and assignments with clear goals or challenges.  If they’re well designed, learners will be highly motivated to meet the goal, and eager for help to build the needed skills.  

The roadmap provides background on why simulations are important by reviewing supportive evidence for their use from learning science and practical application in domains such as aviation training, including theories of constructivism in educational psychology, context-dependent learning in cognitive science and transfer-of-training studies in flight, military and medical simulation.  It then cites a few current domains where simulations have already been successfully applied, including medicine, the military, industry, and a variety of educational contexts.  

The roadmap identifies four key areas for further research based on the limitations of those current applications: interoperability for integrating simulation (including issues of ontology, geometry, and message passing); the reuse, updating, and maintenance of simulations and synthetic environments (including issues of open architectures and certification and management techniques); adapting simulation to learning environments (including issues of user modeling and assessment, fidelity, distance learning, and collaboration); and developing navigation techniques in virtual environments (including issues of presence, viewing, manipulation, movement, and haptics).  

The roadmap focuses on post-secondary (two-year and four-year colleges and universities and industry training functions) and lifelong science, math, engineering and technology education, directly addressing workforce development needs.  The insights gained will, however, be useful in all learning—for children, adolescents, and adults. The overarching goal of this and other Learning Federation roadmaps is to help ensure that technology-based solutions for learning are developed systematically with scientifically validated principles. 

3  Introduction

There is little doubt in academia or among the public at large about the necessity of computer technology as a tool for learning.  Even the most skeptical observers of its application to training and education must concede that simple features like email and word processing have increased the efficiency and amount of information transfer between student and teacher.  Converging evidence from educational psychology suggests that computers could play an important role in developing critical and creative thinking skills in students, such as scientific query.  For example, Roschelle et al. (2001) have framed the significance of computer technology in terms of its support of four fundamental characteristics of effective learning: active engagement; participation in groups; frequent interaction and feedback; and connections to real-world contexts.  In addition, theories in educational psychology, particularly constructivism, suggest that simulation improves learning by encouraging students to “learn by doing.”  Constructivism emphasizes that students learn best when they construct new concepts from prior knowledge (Bransford et al., 2000; Williams, 2000).  Through the construction and manipulation of models of physical phenomena, simulations and synthetic environments support and test such self-directed learning (Bransford et al., 2000; Kuo and Levis, 2002; de Jong and van Joolingen, 1998).  

On the other hand, more traditional approaches to education even in science courses at prestigious universities do not always foster deep understanding.  Instead, high scoring students seem to be the ones that are best able to manipulate scientific formulas as opposed to grasping the concepts behind them (Roschelle et al., 2001).  When these students start applying their knowledge in the real world, their lack of physical intuition can be a serious handicap in confronting new and complex problems.  

According to the phenomenon of context-dependent learning, the effective retrieval of information, such as scientific knowledge, depends on effective cuing from the context of the environment in which that information was learned (Godden and Baddeley, 1975; Goodwin et al., 1969).  For example, divers who learn a particular skill under water perform it best underwater as opposed to on land (Godden and Baddeley, 1975).  In other words, maintaining or replicating the context in which someone’s knowledge is learned when he/she is tested can improve performance.  The realistic properties of simulations and exploration environments support context-dependent learning by preparing students for the real-world application of their learning.  

Definitions
Table 1 provides a list of definitions used in this report. These are derived from several texts and monographs, including Durlach and Mavor (1995), Youngblut et al (1996), Stanney (2002), Orlansky (1994), Higgins and Champion (2000) and Moroney and Moroney (1998). 
Table 1. Definitions

	

Computer Simulations and Applications – A List of Definitions

	Term
	Definition
	Application Examples

	Skills Trainers
	
	

	Part-task trainer
	Simulator that selectively focuses on training of specific critical skills deconstructed from larger tasks
	Cockpit Procedures Trainer

	Whole Mission trainer
	Simulator that encompasses the entire procedure or task to be trained 
	

	Planning and Mission Rehearsal Systems
	Simulator that is used for planning procedures, activities or tasks prior to execution
	-Synthetic Theater of War

-Radiotherapy planning systems

	Physical Simulator
	Simulator that use physical objects for training such as equipment controls and switches, manikins, etc.
	SimMan 

	MicroSimulator
	PC-based simulator that provides training and assessment without specialized VE interface hardware or extensive, real-time graphics
	MicroSim Military

	Distributed/networked simulation
	Simulator that connects different client locations through computer networks and supports multiple, simultaneous users 


	-Aviation Combined Arms Tactical Trainer-Aviation simulator (military)

-Unreal Championship (game)

	Exploration Environment
	Synthetic, computer-generated spaces and environments
	CAVE (Computer Automatic Virtual Environment)

	Virtual Reality (VR)
	Generic term, coined by Jaron Lanier in the 1980s, to describe human/machine interface technology that allows the operator to act in artificial, computer generated worlds
	

	Augmented Reality
	Superimposition of data, images, or graphics on real-world scenes through the use of VE interface displays such as glasses or HMDs
	Shared Space project (HITLAB)

	Pre-Rendered Animation
	Laborious modeling process used in film and entertainment by which computer-generated video frames are developed. Animations can be photorealistic and appear to run in real-time, but are non-interactive.
	Jurassic Park (movie)

	Real-time graphics
	Software development process used in gaming and other interactive applications to support real-time interaction between the user and the computer-generated virtual environment. Requires simplification of visual models and interactivity to run in real-time.
	Quake (computer game)

	Visualization
	
	C3 Interactive – Legal 3D visualization


Simulation and Exploration Environments

Simulation centers on solving game-like problems or challenges that enable students to experiment, role-play, and be creative in their solutions (de Jong and van Joolingen, 1998).  In the broadest definition a simulation is any synthetic or counterfeit creation.  For the purposes of this roadmap, we define simulation as being a mathematical or algorithmic model, combined with a set of initial conditions that allows prediction and visualization as time unfolds.  This generalized model allows easy manipulation of the initial conditions and parameters such that many possibilities can be explored.  In simulation, learners typically explore a model of a particular phenomenon, instrument, process, or system by manipulating parameters or data (de Jong and van Joolingen, 1998; Zhu et al., 2001).  Often the goal is to visualize or develop intuition for complex skills and abstract concepts.  

In exploration, or synthetic, environments learners navigate an entire three-dimensional environment or space by practicing skills or gathering data.  Rather than learning how to use an instrument, for example, they might use simulations of multiple tools in a synthetic environment to build or repair a complex system.  The key distinguishing feature between simulation and synthetic environments lies in immersion:  exploration environments create a “virtual reality” for the learner by drawing the learner perceptually and physically into the task (Kuo and Levis, 2002).  Virtual reality technologies can allow people to directly perform tasks and experiments much as they would in the real world. Virtual reality is appealing to user interface researchers because it provides experience without forcing users to travel through time or space, face physical risks, or violate the laws of physics or rules of engagement. Creating effective experiences with synthetic environments is difficult and often expensive. It requires advanced image generators and displays, trackers, input devices, and software. 

These abstract distinctions between simulation and exploration environments are supported by evidence from years of practical experience with simulation-based training, particularly in the military (for a review, see Higgins, 2000).  Because of their visualization capabilities, simulators are most successful in teaching the cognitive and perceptual skills required for spatial tasks such as carrier landing and jet fighter combat.  In contrast, the immersive qualities of exploration (synthetic) environments promote the development of spatial orientation and situational awareness (Higgins, 2000).  

Review of Current Applications  

Simulations are already being successfully applied to learning in a variety of domains, including medicine, the military, business, and a number of other educational contexts.  In the following sections, we highlight one or two recent successes from each domain to illustrate how useful simulation can be for improving workplace training, lifelong learning, and university education.

Medicine

Simulation for the development and refinement of skills in the surgical arena has come to the fore in recent years.  There are a number of reasons for this. The rapid expansion of laparoscopic surgery has meant that the Halsteadian model of “see one, do one, teach one” is no longer an optimal approach for teaching surgical skills. Laparoscopic skills have forced those in the surgical community to re-think how they teach junior residents.  In part, this move was brought about by high-profile surgical errors cases that were widely reported in the press, and the report from the Institute of Medicine report “To Err is Human” (Kohn et al. 1999).

Although the idea of using simulation was first mooted a decade ago, robust studies demonstrating the efficacy of simulation have been few and frequently open to legitimate criticism.  Studies are now starting to be reported which clearly demonstrate the efficacy of simulators as a training and assessment tool.  For example, in one study carried out at Yale University, using a basic virtual reality trainer (MIST VR) it was shown in a prospective, randomized double-blind trial that surgical residents performed the dissection component of the laparoscopic cholecystectomy 30% faster and with five times fewer intra-operative errors in comparison to a case-matched control group (Seymour et al. 2002).  In another study, Gallagher and Satava (2002) demonstrated that the same simulator met all the psychometric benchmark requirements for high stakes testing.  The impact of these studies has been to encourage the medical community to re-evaluate their skeptical position with regard to simulation.

Two of the major advantages of simulators are the potential for reduced training costs and reliable, replicable assessment.  Unfortunately, simulation continues to be poorly understood by the medical and the para-medical communities.  There seems to be a prescriptive approach to simulators in general and training per se. Trainers require trainees to ‘train’ on simulators without much systematic thought about what they are trying to achieve. In laparoscopy, the steepest part of the learning curve has been empirically demonstrated to be the first 10 cases the surgeon performs, but can continue up until the first 50 cases have been completed (The Southern Surgeons’ Club 1995); for GI endoscopy, the learning curve has been estimated to be as many as 300 procedures (Cass 1999). The urology learning curve for procedures such as cystoscopy has been estimated to be 25-100 procedures (Shah & Darzi 2002).  The underlying assumption seems to be that individuals who have performed the required number of procedures will be safe practitioners, but this ignores variability in individual learning rates.  Setting a fixed number of procedures or number of training hours is a less than optimal approach to learning.

An optimal training strategy for any skill acquisition program would first ensure that the trainee had sufficient knowledge of what (and what not) to do, why, when, where and in what context. This can be achieved with books, journal publication, videos, lectures and interactive seminars. An optimal training program would contain an objective check that the trainee does, in fact know these basics. Only then, should psychomotor skill acquisition begin in order to shape the appropriate performance in the correct sequence in the skills laboratory. For example, a surgeon with no prior laparoscopic experience should not be expected to start intra-corporeal suturing immediately. Rather, he/she should start with relatively simple laparoscopic hand-eye coordination tasks that gradually become more difficult (Catania 1984). The transition in degree of difficulty should be smooth and relatively effortless for the trainee, with feedback proximal to performance.  Proximal feedback leads to optimal learning.

Although simulation in minimally invasive surgery has received the majority of public attention, simulation has been successfully used by the military for many years.  At one end of this spectrum are flight simulators that cost millions of dollars and are used for selection and training of pilots.  At the other end are part-task or manikin trainers used to train medical personnel for medical emergencies specific to combat. The problem for the military is how to train these skills to a high enough level that a medic can use them effectively during a conflict situation. This problem has confronted the medical community since initial consideration of simulation as a military medical training tool.  Most studies reporting on the effectiveness of simulation have used qualitative, global measures that were poorly defined with no clear outcome measures. What the potential users of any simulator want to know is “does it work, how do we know it works, and what is the quality of the evidence?” It is not surprising then, that many potential users of simulation are skeptical about their usefulness given the quality of most of the existing evidence.  

What is required to convince these potential users are studies that are as well controlled as studies in the natural sciences. These studies must show clear cause and effect relationship. Experimental control should be such that these relationships are easily elucidated. This rigorous methodology has existed in disciplines such as psychology for about a century and has previously been applied to the examination of flight simulator training effectiveness. Generally applied in animal studies, the neurosciences and experimental psychology rigorous experimental control is applied to the topic to be studied allowing causal relationships to be elucidated.  Assessment criteria are clearly and unambiguously defined, end-points defined with clear training strategies using the “laws of behavior” as a guide, which in turn have been demonstrated and validated in a century of empirical work. Seymore, et al 2002 used this rigorous empirical approach with considerable success in terms of the answers generated and the confidence the medical community had in these answers.  Subjects in the study were trained until they were consistently performing at the same level as experts, i.e., trained to performance criterion level.  Assessors were also trained until they could reliably assess performance with a high degree of consistency and agreement. This study was a key factor in the American College of Surgeons enthusiastically adopting the use of simulators (Healy, in press).  

Another aspect of medical “skill” that has been of considerable interest to experimental scientists and the military is the rate of skill decrement. When front-line medics are trained in, for example, life-saving skills such as endotracheal intubation or insertion of an intravenous line, they may not get the opportunity to practice them for some time, and may never get the opportunity to practice under battle conditions. They are expected to retain these skills and be able to recognize when they should be applied and then apply them safely. It is a simple fact of nature that skills that are not practiced frequently decline (Higgins, 2002). 

Military

With the possible exception of commercial games, the military has the most sophisticated simulation and virtual environment technology for the training of its personnel from fighter pilots to combat medics.  According to one estimate, The Department of Defense spends around $1.8 billion on simulation and training every year (Higgins, 2000).  There are effective simulators in use for flight training, ship navigation, artillery and gunnery practice, vehicle, and maintenance.   For example, the Weaponeer simulation is used for marksmanship training by beginners, as well as advanced shooters in the US Army (Andrews & Bell, 2000).  The simulator draws on an infrared aim sensing system to precisely determine the aim point of the weapon relative to the target, a recoil rod to generate realistic force feedback, headphones to channel appropriate shot sound, and a video monitor and printer to provide further feedback to the shooter.  The Air Force’s C-141 Aircrew Training System (ATS) simulator is mounted on a six degree of freedom motion base with a simulator visual display for the cockpit that provides uninterrupted cross-cockpit viewing, extending 200 degrees horizontally and 40 degrees vertically (Andrews & Bell, 2000).  Pilots use a self-paced, interactive training system to learn cockpit procedures and weapon systems.    

The efficacy of training simulators are typically measured by transfer-of-training and cost savings (Orlansky, 1994; Moroney and Moroney, 1998; Higgins, 2000).  Transfer refers to how much student performance can be transferred from the simulator to the real world (Higgins, 2000).  For example, with flight simulators, training for 60 minutes on a simulator equates to training for 30 minutes with an actual airplane (Orlansky, 1994).  Given other drawbacks to excessive real-world training such as cost and risk, these types of simulations have served as an attractive alternative to military leaders.

Business

Simulation-based training is used less extensively in business than military training.  Nevertheless, companies such as Games2train and SimuLearn are beginning to cater their simulation and virtual environment products to businesses, as well as the military and educational institutions.  Games2train has developed a simulation called the Sexual Harassment Prevention Certifier “to train and certify ALL of an organization's employees and supervisors on sexual harassment law and company policy, and to provide a strong defense against liability” (http://www.games2train.com/site/html/index2.html).  The interactive web-based program enables employees to report incidents and ask questions while it tracks their progress through the training.  More generally, SimuLearn’s Virtual Leader “allows users to learn and practice critical, interpersonal business skills” in an immersive, experiential simulator that motivates workforce trainees through emotional engagement and that can be tailored to particular business objectives (http://www.simulearn.net/home.html).  Aldrich (2003) maps out a number of other vendors that develop simulators for training employees in areas from supply chain to sales, including BTS, SMG, and Enspire.  

Lifelong Learning

Learning does not always occur in a workplace or classroom setting.   After the anthrax attacks, for example, a significant fraction of the public searched for information about the infectious nature of the organism.  Simulations could be used to meet such a public need by vividly demonstrating how to guard against such a threat.  Another actual application of simulation and virtual environment technology to lifelong learning comes from NileSim, a simulation developed for a university course in the Nile Valley of Egypt about the hydrology of the Nile River (Rose et al., 1998).  NileSim was used by both students and faculty and technical and non-technical majors from a variety of disciplines in order to learn about complex river behavior and management.  It received such high ratings from users that the course organizers are considering making it the central focus of the class in the future (Rose et al., 1998).

Traditional Classroom

In science and engineering classrooms, simulations have typically been applied in three ways to improve learning.  First, computers have streamlined tedious student data collection and calculation in labs through probes that create real-time graphs of physical variables such as acceleration, light, and sound (Bransford et al., 2000).  As a result, students using the software are more motivated to perform the experiments and significantly better at using and interpreting graphs and understanding the relevant scientific concepts (Roschelle et al., 2001).  Second, computers have simulated virtual equipment for exploring and using laboratory tools like microscopes, sometimes even to perform real-time laboratory experiments with them remotely through the Web (Fu et al., 2001; VijayKumar et al., 2002).  Third, they have simulated complex systems or processes.  The following are examples of the diverse application of simulations and exploration environments to science learning:

· Geosciences:  students that used an interactive virtual reality distance learning program to study Taiwain’s high stream erosion rate scored higher on tests than controls, showed greater intellectual curiosity, and were more willing to accept challenging material (Fung-Chun et al., 2002).

· Genetics:  Boston public high school students that used simulations to learn about a hierarchy of six key genetic concepts in the GenScope Project showed greater enthusiasm about learning and greater conceptual understanding than before (Bransford et al., 2000).

· Systems dynamics:  high school students successfully used the “Stella” modeling application originally developed by researchers at MIT to learn about systems dynamics, a complex mathematical topic normally reserved for advanced undergraduate studies (Roschelle et al., 2001).  

· Physics:  middle school students that used the ThinkerTools simulation program for visualizing concepts of velocity and acceleration performed better than high school students when applying basic principles of Newtonian mechanics to real-world problems (Roschelle et al., 2001; White, 1993).  
3  Research Topics and Tasks
Despite important successes in the use of simulation and synthetic environments technology in various learning environments, there are still a number of limitations to current applications and programs that pose several important challenges for their routine use in learning environments.  These challenges and the objective measures that can be used to track progress on them in the next ten years are outlined in this section. This research roadmap is organized into four key research topics that collectively should facilitate effective use of simulations and synthetic environments to improve learning outcomes: 

· Interoperability for integration of simulations and synthetic environments into learning environments

· Reuse, certification, and maintenance of simulation components

· Navigation 

· Integrating simulation into the learning environment

Associated with each research topic is a set of tasks that need to be accomplished to make progress.  For each tasks we have identified measurable milestones for 3, 5, and 10 years that identify capabilities that can be achieved.  In order to track progress in achieving the various tasks, there are recommended measures of success. 
4.1  Interoperability for integration of simulations and synthetic environments into learning environments

Interoperability is the ability of various simulation systems to work with each other in a meaningful and coherent fashion.  It is often defined as a matter of degree.  DoD defines a simulation as compliant if it can send and receive messages to and from other simulators in accordance with an agreed-upon specification. Two or more simulators are considered compatible if they are compliant and their models and data transmissions support the realization of a common operational environment. They are interoperable if their performance characteristics support the fidelity required for the exercise and allow a fair contest between participants in which differences between individual simulators are overwhelmed by user actions. For example, a flight simulator with no damage assessment capability would not be interoperable with other simulators having this capability—even if they can communicate data effectively—because it could not detect that it had been hit by an enemy missile and destroyed. 

Achieving interoperability between simulation systems requires: (1) a common network software architecture with standard protocols that govern the exchange of information about the state of each of the participants in the simulation; (2) a common underlying architecture for maintaining information about the state of the environment related to a particular simulator; and (3) a common representation of the synthetic environment. 
DOD Efforts in Interoperability
Over the past several years DOD has worked to develop standards to promote interoperability among its simulation systems.  The defense simulation community developed standards, such as Distributed Interactive Simulation (DIS) standards, that aim primarily at achieving "plug-and-play" interoperability among simulators developed by independent manufacturers. DIS standards can be used for hosting peer-to-peer multi-user simulations in which objects (typically vehicles) move independently, shoot weapons at each other, and perform standard logistics operations, such as re-supply and refueling. Specific protocols have had to be devised to define the communications architecture for distributed simulations as well as the format and content of information exchanges, the types of information relevant to entities (such as tanks, aircraft, and command posts) and the types of interactions possible between them, simulation management, performance measures, radio communications, emissions, field instrumentation, security, database formats, fidelity, exercise control, and feedback. 

In addition, DOD has developed the High-level Architecture (HLA) to facilitate both interoperability and composability (the ability to build simulations using components designed for other simulations.)  HLA is a software architecture that defines the division of labor between simulators and a layer of support software, called the Run-time Infrastructure (RTI), that facilitates interoperability. It consists of specifications, interfaces, and standards for a broad range of simulations, from combat simulations to engineering analyses. HLA was not developed in as open a manner as DIS standards and standards for the Internet community, such as the Virtual Reality Modeling Language (VRML).

Interoperability in the Entertainment Industry

The entertainment industry places strong emphasis on developing proprietary systems and standards that preclude interoperability. Commercial standards have not sought interoperability between independent systems, but have attempted to allow independently produced software titles to integrate with the same user front-end software (such as operating systems, Web browsers, or graphics libraries) so that players with different computer systems can play each other. Standards such as VRML 2.0, OpenGL, and DirectX are aimed in this direction.  As a result of these standards, a user can use the same software to run a variety of game applications. 
Interoperability in Biomedical Simulations
The Digital Human consortium is focusing on development of a shared framework that will allow researchers, medical personnel and engineers share their work and build on each others’ work.  (www.fas.org/dh). Building the software needed to describe the dynamic operation of cells and organs requires developing a new way of representing the research results.  The Digital Human Consortium seeks to provide a forum and a framework to: develop models and simulations that can interoperate for larger scale modeling of complex systems such as gene regulatory networks and multi-level organ systems; ensure that the models and simulations are valid and accurate.  The long-term goal is to enable interoperation and reuse of models and simulations developed by a diverse research community, including computer science, cell biology, molecular biology, physiology, pathology, pharmacology and anatomy. 

Interoperability Research Focus Topics
Research into standards and architectures for interoperability will continue to be needed. Areas of particular interest include protocols for networking virtual environments, architectures to support interoperability, and interoperability standards. 

Software Architectures for Interoperability 

The software architecture should allow independent contributions by developers representing educational content and software development. This will permit the educational content (e.g., simulation models and guidance materials) to be developed by the educators who have the domain knowledge quickly and with minimal coding.  From the networked games perspective, heterogeneity in software architecture is not yet possible, although some research is being done. The desire to build large-scale gaming may require game companies to move toward more malleable standardized protocols. One proposal being considered is for the creation of an applications-layer protocol called GameScript. The purpose behind GameScript is to define a standard applications-layer  protocol that allows games designed by different manufacturers to communicate. GameScript work is similar to DoD’s HLA and to the virtual reality transfer protocol work. 


Interoperability Standards  

Building simulations that accurately reflect a body of scientific knowledge and are maintained to keep abreast of scientific advances far exceeds the capacity of any individual group.  The only practical way to build simulated systems that accurately reflects the details of complex systems such as biology is to have it become the work of many.  Interoperability would permit one to assemble simulations from authoritative library components.  This requires two essential tasks:

1. Organizing a community of developers willing to develop simulation components that are built, labeled, and validated in ways that conform to agreed procedures. 

2. Defining a set of technical definitions and standards making it possible to combine and reuse software components developed by many different developers.

While organizing and operating such a community in biology, physics, chemistry, and other disciplines will be difficult, precedents established over the past few years suggest that it’s possible.  The Internet and the World Wide Web are, in effect, massive examples of communities where millions of independent developers can share and combine their work if they follow a few simple rules – protocols for communicating data over the net and for displaying images and text on screens (TCP/IP and HTML).   While more complex rules are needed to permit components of a scientific simulation to interoperate successfully, this model demonstrates that success is possible.

The education technology community needs to leverage the existing community of simulation developers rather than attempt to develop its own community of developers.  Groups interested in building educational simulations should build on other work. It should be possible to build on simulation projects developed for research or practical engineering purposes, for example communities like the Simulation Program with Integrated Circuit Emphasis (SPICE) for integrated circuit modeling;  or STandard for the Exchange of Product Model Data (STEP) for engineering design and modeling; the virtual observatories project (http://www.astro.caltech.edu/nvoconf/), or the Digital Human Consortium.

Even the seemingly straightforward task of building acceptable standards for metadata and management of student records has proven enormously difficult.  Developing technical standards that permit software components to communicate presents a much more difficult challenge.  Imagine building a simulation of a cell by combining software components representing cell walls, organelles, RNA, enzymes, microtubules, chromosomes, and other cell components built by different groups.  Each designer would need to agree on the coordinates used to represent position and shape, the nature of the many signals being passed from one element to another.  Unlike verbal descriptions, there is no room for ambiguity.  Either the messages are interpreted correctly or the system doesn’t work (with luck the result of a mistake is something easy to detect because it’s implausible --like a cell nucleus outside the cell but other mistakes may not be so easy to find).  Similar precision is needed for it to be possible to save time by extending an existing software object instead of building one from scratch – such as by taking model of a generic cell membrane and extending it to apply to a specific new type of cell membrane.   

It proves extremely difficult to build such specifications even for comparatively simple systems.  The STEP standard, built for the mechanical engineering community, provides a case study of what’s possible with hard work.  These standards provide an agreed format for representing geometric information – including highly complex shapes that must be described by nonlinear equations.  Demands for precision are high since the standard must be used to do such things as ensure close tolerance fits for oddly shaped turbine parts in aircraft.  The standard has been extended to define how fluids are defined so that models of liquids flowing through pressurized lines on aircraft can be built combining simulations created for a series of independent components.

A successful scheme for building scientifically valid simulations should:

· Draw its logic entirely from the underlying logic of the scientific concepts being represented without being distorted by the requirements of any particular software implementation.

· Provide the highest possible compatibility with existing standards and scientific models.

· Encourage creative, competing solutions to simulation problems.

The first of these requirements is particularly important if the system is to provide a stable basis for representing scientific information – a system that can survive the inevitable changes that will occur in software languages and operating systems.  The concept of software object inheritance provides a useful way to represent the deep links connecting real objects.  In physics, all bosons share certain characteristics, for example, and a general boson software object could be specialized to be protons or neutrons.  Software representing cell walls can be built by inheriting the characteristics (and all the hard work needed to create) objects describing generic cell walls.  In the case of biology, the software inheritance may represent the effect of actual evolutionary inheritance.

Ontology

Effective combination and reuse of software objects requires precise agreement on the coordinate systems and methods for representing complex geometric objects, the system of units employed (meters or feet), and the exact terminology used to describe objects (or ontology).  This last task appears mundane but proves to be extraordinarily difficult since many specialties in the same discipline can use different words to describe the identical object.  Organic chemists can use five or more terms to describe an element of a protein, anatomists use many different terms to represent the same body part.  This specialized vocabulary may facilitate communication within specialty communities

Fortunately, enormous progress has already been made in one of the most difficult areas to achieve agreement—human anatomy.  The Visible Human project of the NIH has sponsored Cornelius Ross’s work on the Digital Anatomist, a structured ontology built to reflect the logic of software object inheritance http://sig.biostr.washington.edu/projects/da/overview.html).  It provides the basis for extension to the level of individual cells.

Message Passing

While work on ontologies is essential, ontologies provide only a structured vocabulary of nouns.  Simulations, of course, show motion and interaction and require a precise taxonomy of verbs – that is rates of change and flows of charge, chemicals, and bulk materials.  They must also show changes in shape and even basic topology of objects.  Some work on distributed virtual simulations has developed systems for passing relatively simple data on velocity and changes of system state (Singhall and Zyda, 1990). But a complete simulation of objects interesting to science requires much more complex specifications.

Table 2 described the research tasks to address standards and architectures for interoperability of simulations and exploration environments.

        Table 2: Research Tasks: Interoperability for Simulations and Exploration Environments
	
	Milestones

	Tasks
	3-year
	5-year
	10-year

	Standards, architectures, composable objects
	-Creation of open source toolkits for collaborative simulation software development 

-Active community effort to develop framework for collaborative simulation software development

- Initial framework defined, with some successful prototypes demonstrated
	-Develop approaches for sharing algorithms/results for both researchers and end users  

-Develop robust testing/validation databases

-Push adoption of architectures and standards that allow broader development
	Multiple libraries/databases of simulation content objects, with domain-specific curation, that can be reconfigured for authoring scientific simulations.

	Knowledge Management and Ontology
	Development of unified ontology in domains such as biology and medicine 
	-Adoption of unified ontology by communities of simulation developers

-Begin collaborative development using software objects based on ontology
	Development of a completely interoperable human simulation, at multiple spatial and temporal scales of organization (Digital Human)

	Building Blocks for Dynamic Simulation


	Library of computational simulation tools: integrators, ODE solvers, finite elements, etc.

- Open source / open architecture framework for surgical simulation


	Integrated open source toolkits for wide range of applications: biology, surgery, physics, mechanics, circuits, etc.


	Multi-resolution and hybrid modeling frameworks and toolkits, applied to range of domains



	3D simulation interoperability


	Development of 3D web interface interoperability standard that is actually used by developers


	Development of a STEP-like 3D modeling environment that can be used for modeling dynamic interactions and organic shapes.


	Development of a completely interoperable human simulation, at multiple spatial and temporal scales of organization (Digital Human)



	Gaming


	Simulation game as a showpiece that is: (1) a viable commercial product (i.e., sells more than a quarter million units), (2) represents the state-of-the art in gaming graphics and interactivity, (3) incorporates advanced learning technologies, and (4) provides effective educational value for teaching a specific scientific domain such as biology.


	-Game that supports episodic content, premium content delivery, “Wide World of Science” supporting many players enabled through web-based delivery centralized on game console.

-Multi-developer game environment that is flexible enough to support low-level programming solutions/contributions from both expert and novice developers – supporting collaborative simulation world building 


	Virtual game worlds composed of customizable, intensive, user-specific niches, blurring distinctions between reality and synthetic environments. Multi-player, multi-educational resources available anywhere, anytime through any internet-connectable interface.




4.2 Reuse, Certification, and Maintenance
Open source communities provide one model for building a community of developers capable of providing the kinds of advanced simulation tools needed for science and engineering education.  All require some kind of lightweight management structure that establishes and enforces a set of simple rules, oversees final decisions about which objects offered meet the required standards, and maintains an index of components built to the agreed rules.  A successful system should:

· allow the largest possible community of developers to participate;

· include a rigorous procedure for peer review and validation of results against experiments;

· provide easy, valid methods for tracking of the provenience of data and methods, identification of authors;

· encourage creative, competing solutions;

· minimize bureaucratic and computational overhead;

· provide bug reports and reliable version control; 

· provide standards for the “metadata” used to identify the data and software; and

· ensure that appropriate credit is given to authors.

Figure 1 is an example of how an Open Source community for building simulations needed for science and engineering education might work.  

Figure 1: Libraries, Software and Services for an Open-Source Simulation Community
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The management group of such a consortium is typically charged with developing rules for managing intellectual property.   A number of different models have been used with varying success. See the review in Frank Hecker, Setting Up Shop:The Business of Open-Source Software http://www.hecker.org/writings/setting-up-shop.html.  The management group (whose services are summarized on the right side of the chart) would establish a series of specialized groups each charged with implementing the validation, peer review, and version control procedures for their area of specialization.  In the case of biology, for example, it is likely that different groups would be formed around major biological systems such as hearts, lungs, ears, and cellular components.

Bug Reporting and Validation

The services would also include a mechanism for reporting bugs and other problems with software being examined for use by the many possible users.  The large number of potential reviewers introduces the possibility of a new and vastly more powerful complement to standard peer review processes.  Flaws identified may result from mistakes or limitations in the data used, flawed theories embodied in the equations used for the simulation objects, or software mistakes made in implementing the science in code.  Identifying and tracing the source of such errors can be enormously complex and in many cases, systems are so complicated that peer reviewers can’t adequately probe the underlying code – particularly if the errors only occur in unusual circumstances (and often unusual circumstances are the most interesting).  A large user community trying to implement systems based on the software will be much more likely to identify and resolve such errors.  The services of these management teams would be available to all developers.  The cost would not be high, but some mechanism of private and public support would be needed to provide independence and continuity.

The left side of the chart indicates open-source access to basic data and software objects providing functional models built on this data.  This is the basic knowledge repository of the community.  The central column indicates that software components can be assembled in a variety of different ways for different purposes – research, applied engineering, and learning systems.  An instructional developer could, for example, assemble a cell with a specific set of characteristics from a library of cell components provided in the open-source library.  Some of these integrated models and visualization systems can be specialized and proprietary without compromising open access to the underlying data and simulation tools.  

While virtually all basic data and software are likely to be in the public domain in areas like basic physics, astronomy, and chemistry, companies closely protect certain kinds of data in areas like genomics and proteomics.  If the system developed provides a useful framework for research, it’s likely that this proprietary information will also be maintained in a form that’s compatible with the open source standards.  In many cases the data’s proprietary value will decrease with time and may be voluntarily made public.

Composability 

Composability is the ability to build simulations using components designed for other simulations. Composability is a significant concern for DOD, which cannot construct a single integrated simulation that serves all possible purposes and would like to minimize the development costs of new simulations. Using composable simulations, for example, a simulation designed to train aircrews and ground forces in conducting close air support operations could be built using simulated aircraft and simulated soldiers that were designed for other simulations. Ensuring this type of interoperability requires a common architecture for the design of simulations and a common understanding of the types of tasks conducted by the individual simulators and those conducted by the integrating system. While most existing simulations were designed for a particular purpose and may not be able to be combined into larger simulations, DoD’s goal is to design future systems in ways that will allow greater interoperability and composability. 

Metadata

Standards for data embodied in software objects that provide basic information about the type of information, authorship, ownership, intellectual property status, and other basic information (commonly called metadata) are necessary for the community’s functions.  They are needed to keep track of records and build a workable business model for buying and selling course materials. Proprietary firms, such as Blackboard  (see http://www.imsproject.org/metadata/) have developed several competing strategies of metadata that offer course management services.  The Internet-2 consortium developed a set of open source standards for metadata called the “instructional management system”.
 Responding to an executive order, the US Department of Defense has worked with the IMS and industrial groups to extended this basis standard to make it easier to use in practical situations.  The result is a metadata standard called the Shareable Content Object Reference Model Initiative (SCORM).  

4.3  Adapting Simulation to Learning Environments

In addition to the integration of simulation and exploration environments with each other through interoperability and reuse, simulations and these also have to be integrated into education and training smoothly so that they enable rather than encumber the learning process.  Future research should explore the nature and degree of scaffolding necessary for the effective use of simulations and exploration environments in learning environments.  Particularly in developing critical thinking skills such as scientific inquiry, simulations and exploration environments  may need to be combined with various support mechanisms for learners such as providing hints on how to design a controlled experiment (de Jong and van Joolingen, 1998; Virvou et al., 2002).  

Interactive Web-Based Content
The varied needs of learners at many different levels of expertise preclude a one-to-one mapping between a given concept (such as circulation of blood through the cardiovascular system) and a single simulation or model.  Models should correctly reflect the ontology and semantics of the subject matter at each point along the multiple axes of age, knowledge level, and task.  Van Dam, et al. use the term "clip model" to define a genre of interactive, web-based academic content. Clips models are analogous to clip art, in that they are ready-made and meant to be embedded in a presentation or other framework. Unlike clip art, clip models incorporate both geometry and simulation- or rule-based behavior.  They are usable as stand-alone learning objects and, more importantly, unlike clip art, are designed ab initio to be combined into more complex models. Each clip model (or combination of clip models) is an interactive micro-world meant for constructivist exploration and experimentation in the Kay and Papert sense.

 A potential approach to thinking about the problem may be to use an extension of the Model-Viewer-Controller (MVC) paradigm of Object-Oriented Programming to describe the necessary interrelationships between these different concept representations. Each concept or real-world object must be represented by a multitude of models (e.g., the heart as a pump, the heart as a muscle, the heart as an organ in the chest cavity), at widely different degrees of sophistication. Each model supports multiple views (e.g., simplified 3D models, realistic 3D models, 2D schematics, the sound heard through a stethoscope), and for each view multiple controllers that may present a learner-chosen user interface style. Multiple models geometrically complicate the single-model paradigm of classic MVC. To add to the challenge, individual clip models must interact with other clip models at different levels of abstraction, still reflecting the complex interactions between the subsystems of the systems being modeled. The Knowledge Web community is now starting to tackle the problem of identifying and encoding domain specific ontologies for the Web. (Holsapple and Joshi, 2001) describe a collaborative approach to designing an ontology that begins with independent ontological proposals from several authors and incorporates input from many contributors. Some sort of collaborative approach to ontological engineering will have to be used in order to build an ontology, which is acceptable to many members of a given field.
Scaffolding Strategies

de Jong and van Joolingen (1998) outline most promising strategies for building scaffolding for simulation-based learning: ready access to domain-specific information, game-like assignments driven by questions and exercises, and a learning environment with model progression.  Ready access to domain-specific information could be supplementary information that a student could lookup upon request during the simulation such as definitions of key terms.  Game-like assignments would be filled with questions and exercises that actively engage and motivate the learner with interactive tasks.  For example, in the SHERLOCK simulation, planning is supported by navigation through menus of actions that both inform the problem solving process for students and hint generation by the program (de Jong and van Joolingen, 1998).  Finally, a learning environment with model progression refers to a process of teaching a concept with simulation that begins with simple, qualitative models to establish intuition for novices and gradually shifts to one of greater mathematical and conceptual complexity as the student approaches an expert’s level of understanding.  All of these scaffolding principles seem to be empirically supported by real-world application, but they do not eliminate all student difficulties in using simulations and exploration environments.  Moreover, other strategies such as experimentation hints have yet to be fully tested.

Another important question beyond the role of scaffolding lies in where to put simulation in a lesson plan.  Some researchers have argued they should come first in a lesson to encourage student exploration followed by the formal introduction of the relevant concepts.  Others adhere to a more classic pedagogy where definition precedes experimentation (de Jong and van Joolingen, 1998).  A comprehensive and rigorous study of instructional design using simulations and exploration environments needs to be conducted for teachers to determine their proper place in the curriculum.  At the same time, simulations should be tailored to the individual needs of each student.  

Learner Assessment

Simulations need to monitor learners in order to both assess performance and develop a learner’s profile for future sessions (Virvou et al., 2002).  Assessment motivates learners to actively engage with a simulation and provides valuable feedback to the user on whether that engagement translates into performance.  The most obvious approach to assessment relies on the successful completion of problems and exercises assigned to students in the simulation session such as the emergency scenario of the tank-driving example.  Metrics for such overall performance may include timing, efficiency, and accuracy (Higgins, 2000).  For example, in virtual surgery, simulations and exploration environments and instructors could monitor objective measures of performance such as tissue damage, instrument handling, and applied force.  Another approach to measuring the utility of simulation for real-world skills and knowledge could focus on developing analogous metrics to the transfer-of-training metric used in evaluating flight simulators (Orlansky, 1994; Higgins & Champion, 2000).  Given this ability to evaluate performance in the simulation and translate it into real-world application through transfer metrics, teachers would be able to objectively assess their students’ understanding of the relevant concepts.

Assessment through user monitoring enables learners to rehearse and reflect on their actions.  They can assess themselves by reviewing their performance from different angles and views and comparing it to that of other peer users or experts.  The simplest implementation of such self-assessment, which are already an option in multiple simulation and virtual environments, are “instant replays,” tracking and measurements that capture the actions, sights, and sounds of a particular user session.  Other approaches include developing a database of case studies that document successful solutions to particular problems from which a community of learners could draw on to inform their own future challenges.  For example, Kinshuk et al.’s (1998) InterSim for medical education includes a Case Authoring State that provides authoring facilities to doctors and teachers for adding real life cases to the system, particularly regarding the diagnosis and treatment of rare conditions.  
Feedback 

Although such simple mechanisms for self-assessment have proven to be effective, more sophisticated approaches need to balance the unique challenges of static versus dynamic feedback (Kinshuk et al., 1998).  Static feedback refers to a system that allows the learner to use the simulation uninterrupted by assessment until after the session is over.  The learner then receives such feedback as instant replays or access to a database of peer and expert performance.  Although such an approach avoids distracting the user’s attention from engagement with the simulation and gives him the freedom to make mistakes, it also does not provide the essential feedback to correct those mistakes online and assess his progress through the session.  On the other hand, dynamic feedback provides feedback while the learner is using the simulation at the risk of disrupting his concentration with unhelpful or discouraging assessment.  Most effective simulations will incorporate both of these kinds of assessment to some degree.  The open question is how to balance the two so that the learner is guided, not distracted, reassured, not demoralized, as he/she proceeds through the simulation.

Control

Teachers and instructors need some mechanisms of control and evaluation in the simulation environment in order to assess their students’ performance.  Control enables teachers to run demonstrations, manipulate parameters, and point out an aspect of the simulation by shifting the class or a student’s view (Rickel and Johnson, 2002).  Meanwhile, the students watch, ask questions, and interact with the simulations and exploration environments as directed and permitted by the teacher.  Teledu, a virtual environment for medical education, has teacher and student modes that implement this distinction in user control and allow teachers to pass control to students in order to demonstrate their understanding (Ai et al., 2002).  Another example comes from military training in tank driving where simulations enable instructors to create emergencies to test student skills under pressure (Higgins, 2000).  In both of these examples, teachers play an important role in realizing the potential of simulations for improving learning.  They illustrate the lesson that simulation, like other computer technology, serve as powerful pedagogical tools, not pedagogues themselves (Roschelle et al., 2001).

Fidelity

Simulation fidelity refers to the degree to which a simulation needs to be a faithful representation of the real phenomenon or task. Designing systems that provide high levels of fidelity can be prohibitively costly, and the additional levels of fidelity may not greatly improve the simulated experience (Andrews & Bell, 2000). As a result, simulation designers often employ a technique called selective fidelity in which they concentrate resources on improving the fidelity of those parts of a simulation that will have the greatest effect on a participant's experience and accept lower levels of fidelity in other parts of the simulation. DOD uses selective fidelity to ensure realistic interactions between and performance of simulated entities, sometimes at the expense of visual fidelity.  
The underlying issue with regards to fidelity is the transfer of specific knowledge and skill to the actual operational or job environment (Orlansky, 1994).  Specifically, if trainees are learning how to apply a particular skill, then the training (simulated) environment must respond in a manner that is similar to what would occur in the real world.  Otherwise, the trainee will receive incorrect feedback and perhaps learn the wrong things.  In this regard, Hays and Singer (1991) distinguish between physical fidelity (i.e., the degree to which physical features of the simulation are represented such as knobs and buttons) and cognitive fidelity (i.e., the degree to which the simulation faithfully represents conceptual aspects of the actual task. Fidelity is best set in relative terms by the function of a simulation rather than in absolute terms by literal resemblance to the real world.  Nevertheless, some evidence suggests that the necessary fidelity may also correlate with the stage of learning: initially, low-fidelity simulations are better for cognitive learning by novices; as the novice gains expertise, high-fidelity versions support more autonomous learning (Higgins, 2000).  This correlation between fidelity and expertise dovetails with the benefits associated with model progression as a scaffolding strategy (de Jong and van Joolingen, 1998).

Developers of the Defense Department’s Simulator Networking (SIMNET) system, a distributed system for real-time simulation of battle engagements and war games, recognized that they could not fool trainees into actually believing they were in tanks in battle and put their resources where they thought they would do the most good (Van Atta, 1991).  They adopted an approach of selective fidelity in which only the details that proved to be important in shaping behavior would be replicated. Success was measured as the degree to which trainees' behavior resembled that of actual tank crews. As a result, the inside of the SIMNET simulator has only a minimal number of dials and gauges; emphasis was placed on providing sound and the low-frequency rumble of the tank, delivered directly to the driver's seat to create the sense of driving over uneven terrain. Though users initially reported dismay at the apparent lack of fidelity, they accepted the simulator and found it highly realistic after interacting with it (OTA, 1995).

Table 3: Research Tasks: Adapting Simulation to Learning Environments

	
	Milestones

	Tasks
	3-year
	5-year
	10-year

	Curriculum Development 

	Curricular elements established and validated for existing simulations
	Establishment of goal curricula, standards, and metrics for advanced simulator development
	Validated curricula for clinical domains with high fidelity simulation for training and objective assessment

	Roles of Technical and Non-Technical Skills
	- Simulation of basic technical skills with moderate fidelity

- Procedural simulators with low to moderate fidelity
	Moderate fidelity in both local and global behavior of tissues & organs to teach some skills and procedures
	High fidelity simulations to study contributions of technical and decision-making skills and to teach integrated performance

	Interpreting User Behavior in 3-D Interaction


	- Basic navigation paradigms for 3-D relationships

- Hand tracking


	- Inexpensive eye tracking

- Real time identification of surgical skill performance


	Environments understand user intent based on models of user integration of 3-D information combined with real time hand and eye tracking



	Spatial Cognition and Methods for Teaching in Spatially Demanding Domains


	Understanding of individual differences in domains demanding of 3-D visualization, such as anatomy and engineering mechanics


	Development of teaching strategies and techniques to aid learning and performance of visualization skills in lower spatial individuals


	Validated methods optimized for individualized teaching of spatially demanding skills



	Integration of Simulation and Learning Technologies


	Demonstrations of integration of basic simulation and learning technologies in several domains


	Interoperable frameworks for simulation and learning software toolkits


	Validated, integrated learning environments that incorporate multiple levels of modeling and support multiple stages and dimensions of learning



	Interpreting User Behavior in 3-D Interaction


	- Basic navigation paradigms for 3-D relationships

- Hand tracking


	- Inexpensive eye tracking

- Real time identification of surgical skill performance


	Environments understand user intent based on models of user integration of 3-D information combined with real time hand and eye tracking



	Spatial Cognition and Methods for Teaching in Spatially Demanding Domains


	Understanding of individual differences in domains demanding of 3-D visualization, such as anatomy and engineering mechanics


	Development of teaching strategies and techniques to aid learning and performance of visualization skills in lower spatial individuals


	Validated methods optimized for individualized teaching of spatially demanding skills




4.4 Technology Challenges
In addition the R&D challenges described in the previous sections of this roadmap, there are many other very hard problems that need to be addressed to make realistic, robust simulations and exploration environments affordable.  These include graphics performance, improved user interfaces, realistic avatars, navigation tools and telecollaboration tools.  The following sections discuss these challenges and provide a brief overview of related research.  We do not include a detailed milestone table for these research topics.  
Hardware (Higgins, 2000; Swartout et al., 2001)
· Powerful, high-resolution graphics computer
· Accurate 3D models of objects and tools in the VE

· Rich visual (e.g. stereoscopic glasses), haptic (e.g. force-feedback), and audio (e.g. ambient noise) displays

· Tracking device for locating position of user and other objects and tools in the environment

· Head-mounted display

· Extended VE that enhances realism through noise, wind, and other physical objects with which the user simultaneously interacts within the external environment

· Interface control hardware

Software

· Interface control software

· Performance-tracking software for assessing user knowledge and skills

· Software for synchronization and control of the simulation

· Speech recognition and synthesis for interaction with avatars

· AI reasoning for intelligence and emotional modeling for affect in avatars

Avatars

An avatar can either serve as the incarnation of the learner in the virtual environment or a virtual agent that interacts with the user as he/she moves through the environment.  This section will focus on the latter function in which the avatar behaves like a guide, mentor, or teammate that facilitates and enhances the user’s exploration of the VE (Kelly, 2003; Rickel, 2001).  Avatars have already been successfully used in intelligent tutoring systems to aid learning, but they lack the capacity for face-to-face interaction by acting like scripted animations (Rickel, 2001). 

In order to transform these current tutors into true virtual agents, Rickel (2001) outlines a number of capabilities that need to be developed in future avatars:

· Interactive demonstrations for teaching the student how to perform tasks in the environment
· Navigational guidance through an environment so students do not get lost or distracted
· Gaze and gesture as attentional guides to naturally direct a student’s attention to a part of the environment
· Nonverbal feedback and conversational signals to make communication with the avatar more lifelike 
· Emotions and personality to motivate students to care about learning because their avatars care about it and them 
· Virtual teammates to substitute for training with real instructors or teammates
Generic avatars with these basic capabilities could then be customized for particular learning applications by programming specific skills, knowledge, or personalities. 

Beyond designing any particular component of an intelligent avatar, software developers also need to integrate all its parts in order to achieve the consistency and timing that is essential to depicting a convincing virtual agent.  For example, arm gestures without facial expressions look odd (Gratch et al., 2002).  Users will pay attention to all of an avatar’s nonverbal signals while it is speaking so facial displays need to match the tone as well as the phoneme of any particular word (Rickel, 2001).  

Position and Orientation Tracking

In addition to sensory coordination between the different parts and actions of an intelligent avatar, the virtual environments in general need to present dynamic information to the individual sensory modalities as the user navigates the virtual terrain.  In vision, the problems become providing realistic views of many changing scenes, representing many changing perspectives on the same scene, and detecting collisions between other objects moving in the scene.  For example, VRML, the Web standard for 3D applications, only supports viewer-object collision, not inter-object collision (Brodlie et al., 2000).  Other useful languages and 3D display systems for developing robust virtual environments such as Java 3D system are also not built for handling such demanding applications. 

Computer games like Id’s Quake are the closest to solving some of these visual challenges in VE with their multi-player simulations, but the software necessary for more complicated interactions between objects and agents than destruction and killing still needs to be developed (Rickel, 2001).  For example, a teacher could apply such virtual environment capabilities to focusing their students’ attention on an important feature of the environment by shifting their perspectives to what he/she was currently viewing (Ai et al., 2002).

On the hardware side, the technological development of stereo glasses, head-mounted displays, high-resolution screens, and semi-transparent goggles for interacting with physical objects in extended virtual environments all promise to help construct a visual virtual reality through natural user interfaces (Kuo and Levis, 2002; Rickel and Johnson, 2002); however, intricate challenges remain in seemingly simple functions such as determining the position and orientation of the eyes from head tracking data in order to smoothly update the currently viewed scene (Jaekl et al., 2002).

Tracking remains a barrier to free-roaming experiences in virtual environments. To meet the goals of the U.S. Army's STRICOM for training dismounted infantry, long tracker range, resistance to environmental effects from light and sound, and minimal intrusion are key to assuring that the tracking does not get in the way of effective training. Scott Watson of Walt Disney Imagineering expressed similar requirements at the workshop. Magnetic tracking is currently used for detecting head position and orientation in Disney's Aladdin experience and other attractions.

As the performance of graphics engines rendering virtual environments increases, the proportional effect of tracker lag is increased. Some optical-based trackers are currently yielding good results but have some problems with excessive weight and directional and environmental sensitivity. Experiments with novel tracking technologies based on tiny lasers are showing promise, but much more work needs to be done before untethered long-range trackers with six degrees of freedom are broadly available in the commercial domain. 

While untethering the tracker is a current next-step goal, the ideal tracker would not only be untethered but also unobtrusive. Any device that must be worn or held is intrusive, as it intrudes on the personal space of the individual. All current tracking systems suffer from this problem except for some limited-functionality video tracking systems. Video recognition systems are typical examples of unobtrusive trackers, allowing users to be tracked without requiring them to wear anything.  While this is an ideal, it is difficult to effectively implement and thus has seen only limited application. 

Sound

Providing more realistic sound in a synthetic environment can improve the fidelity of the sensory cues perceived by participants in a simulation and help them forget they are in a virtual simulated environment. Achieving immersive audio requires accurately rendering multiple properties of objects and agents in a VE, including pitch, timbre, intensity, and spatial location (Zotkin et al., 2002).  As in vision, moving objects make dynamic sensory rendering difficult, particularly for realistic spatial localization (Swartout et al., 2001).  Much progress has been made in developing such computational models for spatial localization and the accompanying hardware from headphones to more specialized audio interfaces (Zotkin et al., 2002).  Nevertheless, immersive audio remains an open challenge for software developers with the complexities and dynamics of fully interactive virtual environments.
Movement

Before users perceive the realistic sights and sounds of objects and agents as they move through a virtual environment, they need to be able to move realistically through a natural interface.  For example, Bougila and Sato (2002) have recently developed a walking platform turntable on top of which users stand and interact with a virtual environment projected on a large screen display system.  As opposed to using a joystick, users step in place to move in the VE and turn their body in the same position to change their direction of motion.  In addition to this more natural interface, the visual display is continuously updated through a sensing system to create the sense of linear and circular vection that accompanies actual locomotion.  The U.S. Army's STRICOM has funded the development of an omni-directional treadmill to explore issues associated with implementing perambulation in virtual environments.

Although this particular interface is dramatically better than a joystick for making users feel like they are walking, they are still not propelling their body forward to move as they normally would.  Moreover, the updating of visual feedback remains imperfect.  For example, a perennial problem in virtual reality applications lies in coping with the occasional dissociation of where someone is looking from where they are walking because of head or eye movements.  Research is needed to improve current designs and to create perambulatory interfaces that allow users to fully explore a virtual environment with floors of different textures, lumps, hills, obstructions, and other elements that cannot easily be simulated using a treadmill.

Touch

Full interaction with a virtual environment requires haptic capabilities for manipulating objects and gesturing (Ai et al., 2002); however, developing natural haptic interfaces with force feedback and the ability to handle deformable objects remains one of the most difficult challenges in virtual reality research today (Barbagli et al., 2003; Kim et al., 2002; Watts et al., 2000).  Among the numerous problems in dynamic haptic rendering are the need for novel data structures to encode shape and material properties, the interactive haptic visualization of volumetric data, and the realistic modeling of deformable bodies (Lin and Salisbury, 2003).  In addition, it is extremely computationally expensive to maintain a stable system while displaying smooth and realistic forces and torques because haptic update rates need to be at least 1 KHz (Lin and Salisbury, 2003).  From a hardware perspective, specialized data gloves with position-sensing and advanced joysticks with force feedback do exist but lack necessary standardization and sophistication to enable users to naturally manipulate deformable objects (Kuo and Levis, 2002; Rickel and Johnson, 2002; Watts et al., 2000; Brodlie et al., 2000).  
Sensory Integration

Although the challenges of viewing, sound, motion, and touch in VE can be solved relatively independently of one another, the different sensory modalities ultimately need to be integrated seamlessly in order to create a realistic user percept.  Any inconsistency or delay in sensory coordination could help undermine the credibility of the VE and possibly any positive effects on learning (Gratch et al., 2002).  

Reducing sensory cue discrepancies could also solve the mystery of simulation sickness.  In a substantial fraction of the population, computer displays of motion lead to a kind of motion sickness known as simulation sickness (Potel, 1998).  Evidence suggests a number of possible causes, including sensory cue discrepancies; technical limitations in display quality such as low frame rates, flicker, and time lag; substantive problems with the simulation such as the particular tasks users have to perform; and individual variations in susceptibility to sickness such as age, experience, or gender (Potel, 1998).  As simulation technology improves in technical quality and sensitivity to the user’s needs, the incidence of sickness should significantly decrease (Potel, 1998).  For example, the use of natural interfaces like walking platforms instead of joysticks would more closely align a user’s physical actions with his virtual perception.  Other solutions may come from augmented reality and extended VE approaches, which can create atmospheric conditions such as wind and can directly couple virtual and physical experience through simultaneous interaction with objects and environments that are present in both worlds (Pair et al., 2003).  

Nevertheless, if the primary cause is found to be sensory cue discrepancies, it may not be possible to completely eliminate simulation sickness.  Some degree of sensory discrepancy may be intrinsic to any virtual environment system due to the fundamental disconnect between the user’s virtual experience and the body’s physical reality (Potel, 1998).  For example, no matter how realistic navigating a virtual environment is, if the user’s body is stationary, he/she may grow ill because of the sensory conflict.  As a result, the cause of simulation sickness and its relationship to changeable and unchangeable sensory cue discrepancies in virtual environments remains a crucial open research question for determining any constraints on the universal applicability of this technology in the future.

Shared Spaces and Collaboration 

Consider the problem of discussing a simulation-based animation of some evolving phenomenon, say incursion of a new species into a tropical rain forest. If you and a colleague are sitting next to each other in front of a workstation, it is easy enough to point out subtle features, to replay the animation, to freeze or roll back the action, to change simulation or visualization parameters, while naturally communicating face to face. The general experience seems to be that trying to do these sorts of shared tasks using current network-based interaction is very difficult compared to working with a colleague physically present in the same room.

Even more severe problems arise with interaction in immersive environments. Consider the problem of exploring a 3D time-varying dataset in a virtual environment. Current WIMP (windows, icons, menus, point-and-click) graphical user interfaces based on keyboard and mouse input devices are of limited utility in immersive environments where keyboards and mice are inappropriate. Furthermore, interaction for virtual environments is an issue already for a single user, but becomes an overwhelming problem for multiple collaborating users.

Telecollaboration is a form of collaboration, through which one works with geographically distributed colleagues. Telephone and video-conferencing systems are the most common form of telecollaboration today. One approach to telecollaboration is telepresence, which has as its goal making people geographically removed from a physical environment feel as if they were in the same-shared space. With effective telepresence achieved by virtual environments, one would be able to work with a person at a different location as if they were in the same room. To accomplish this, it is necessary to share geometric models, datasets, images, audio, video, and text with remote persons present as "avatars," capable of expressing body language, such as facial expression and finger gestures. Today, only primitive telepresence environments exist.  Scientists in fields such as biology and astronomy have explored another form of telecollaboration, remote operation of specialized scientific instruments.
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