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Learning Science and Technology R&D Roadmap

1  About the Learning Federation
The Learning Federation was formed in 2001 as a partnership among industry, academia, and private foundations to stimulate research and development in learning science and technology.  The Learning Federation developed the Learning Science and Technology R&D Roadmap with the goal of providing a vision of where we can go with adequate investment in learning science and technology R&D and a detailed research plan to achieve that vision. Our goal is to catalyze a partnership joining companies, universities, government agencies and private foundations to execute the research plan and make possible radically improved approaches to teaching and learning enabled by information technology.

The Learning Federation is led by a Steering Committee of national leaders in learning science and information technology to provide advice and guidance, review and endorse the research plan described in the Roadmap, and act as advocates on its behalf. In addition, more than 70 leading researchers, from industry, academia, and government donated time and labor to help us develop the Roadmap through their participation in focused workshops, interviews, and preparation of technical plans.

The Learning Science and Technology R&D Roadmap is comprised of a series of five component roadmaps, focusing on the following topics:
· Instructional Design: Using Simulations and Games in Learning 

· Question Generation and Answering Systems 

· User Modeling and Assessment

· Building Simulations and Exploration Environments

· Integration Tools for Building and Maintaining Advanced Learning Systems

The roadmaps provide an assessment of the R&D needs, identify key research questions and technical requirements, and detail the chronology of the R&D activities over the next five to ten years. Each roadmap also articulates long-term goals and shorter-term benchmarks. Collectively, by articulating a vision of next-generation learning systems, these roadmaps provide a comprehensive strategic view of the field, which can guide researchers, industry, and funding agencies as they enable continued innovation in educational technology.

The R&D roadmaps are constructed to support both basic research and highly applied efforts to build tools, design software, and develop courses using the products of this research. The research plan is crafted to ensure that supported research will generate a continuous flow of carefully evaluated instructional components, instructional strategies, and tools adaptable to multiple contexts, including university and corporate learning. The tools developed will enable increases in scale that will make these capabilities readily affordable to all. In turn, affordability will permit routine use of new tools in schools, colleges, workplaces, and homes.

The reader is encouraged to read the Roadmap Executive Summary, which summarizes the component roadmaps and describes a research plan to manage the R&D described in the roadmap. The Executive Summary and the component roadmaps are available at www.FAS.org/learningfederation.

2  About this Roadmap

It has been argued that the United States’ position as a global economic leader depends largely on the degree to which a workforce of educated, adaptive, and motivated individuals can be created and maintained (US Chamber of Commerce, 2001).  This challenge is intensified by the availability and sophistication of technology that is now commonplace in many jobs.  Fortunately, the same technology that has increased requirements for better skilled and prepared workers is also providing unprecedented opportunities to improve the education and training process.  Applied prudently and intelligently, technology holds great promise as a means to improve education and training at all levels.  However, attempts to apply technology may or may not be successful if they are not based on the science of learning, a situation that is all too common in learning system design.  Moreover, poorly implemented systems will cause educators and trainers to abandon technologies that would be very effective if applied correctly.

This document presents a research and development plan, or “roadmap,” designed to improve the scientific understanding of how technology-enabled learning systems (TELS) should be designed, with particular emphasis on instructional design.
  Two aspects of technology-enabled learning system design are of particular interest here:  the use of simulation(s) in learning and the application of gaming techniques for learning.  These two topics hold particular promise as viable alternatives to more traditional forms of instruction.  However, since neither represents an instructional strategy per se (both can really be considered “backdrops” for learning), the treatment of them in the roadmap is not consolidated in one place.  Rather, the vast majority of the questions represented here will have implications for the design of simulation(s) and educational games (for example, the level of fidelity required; the nature of examples provided; the use of challenges).  This approach is necessary to understand the various aspects of simulation and game design in learning, but runs the risk of leading to a set of fragmented conclusions about design.  To avoid this, a final set of tasks at the conclusion of the roadmap is designed to ensure that guidelines and tools for the design of simulation(s) and games are explicit and integrated. 
3  Introduction
The Science of Learning   

In order to develop the competencies that prepare students for lifelong learning, learners must possess a deep foundation of factual knowledge, understand facts and ideas in the context of a conceptual framework that fosters incorporation of new knowledge, and organize knowledge in ways that facilitate retrieval and application. They must also learn about themselves as “knowers” and learners.  

Unfortunately, the practices recommended by education psychologists and cognitive scientists are not pervasive in America’s classrooms and training centers, and a significant number of students never get the education they need. Many students are indeed “left behind,” and for the rest, formal education is probably not as efficient nor as effective as it could (and should) be.  Individualized instruction, subject-matter experts, and rich curricular activities are simply too expensive to provide in many instances.  Expense and related challenges often cause both formal education and corporate training to implement strategies that ignore the findings of learning research.  (Salas & Cannon-Bowers, 2000).  

Technology-enabled Best Practice

Technology offers opportunities to enable the development of learning environments recommended by cognitive scientists. For example, simulations that allow students to visualize complex phenomena and/or provide opportunities for practice and experimentation have proven very effective in particular contexts (see Kulik, 2002). For industrial training, simulations offer a number of advantages as compared to training with actual equipment or in the actual job environment; including: 1) they can be used as practice environments for tasks that are too dangerous to be practiced in the real world; 2) they can provide increased opportunities for practice on tasks that occur infrequently (e.g., emergency procedures); 3) they are available when actual equipment cannot be employed; 4) they can contain embedded instructional features (e.g., feedback) that enhance the instructional experience; and 5) they represent significant cost savings compared with training on operational equipment.  Modern technology is also providing

increased opportunities to deploy distributed simulations that allow team members who are physically dispersed to train together over a network. Unfortunately, apart from military applications and a few selected industries (e.g., pilot training) simulation-based training is not widely used.

Many also look to video and computer games as an opportunity to improve educational outcomes by capturing the motivational aspects of electronic gaming for educational purposes.  In fact, considerable interest has been generated in electronic games for education, at least in part because of the obvious enthusiasm with which many children and adults currently play with them. Gaming environments are often viewed as an opportunity to break the “tell-test” paradigm prevalent in education today. Advocates suggest that gaming could increase student enthusiasm for educational material, which could in turn increase time on task, and lead ultimately to improved student performance. In fact, educators haven’t waited for technology to encourage games to teach rudimentary skills such as multiplication and spelling, and elements of games such as rules and competition are sometimes introduced into instruction.

There are many indications that the prudent application of technology in learning systems has the potential to vastly improve the more elusive aspects of the educational process; namely, motivation to learn and continue learning over one’s lifetime.  Clearly, computer games hold special interest to a generation who has grown up with them, and as such, they show promise as educational tools.  Whether this is due to the inherent challenge built into game play, the richness of graphics presented to the user, the opportunity to interact with other users (in web-based games), the story or context in which the game is couched, or some other feature is worthy of study.  Moreover, the advent (and availability) of immersive environments for entertainment purposes is likely to grow considerably in the next few years, and will surely have important applications in learning.  But again, exploiting the inherent motivational aspects of games and simulations for education and training must be based on a sound understanding of which features of these systems are important for learning and why.
Accomplishing the Possible

One of the biggest challenges in reaching this goal, and a problem plaguing much of the research in this area, is that it is conducted on specific content, with specific learners, under specific conditions.  Unfortunately, the generalizability of results is often not investigated or known.   In fact, perhaps the biggest problem with past research in this area is a lack of coherence—that is, there is no integrative framework in which research results can be interpreted or applied.  The outcome is a plethora of individual studies with associated results, but no mechanism to paint a picture of how these fit together, how widely they can be applied, or how and why they are limited.  For example, a line of research may discover that presenting worked examples aids students in learning mathematical concepts.  By themselves, these results do not indicate how well the same strategy might work for explaining concepts involving electricity or principles of accounting.  Essentially, individual results are left to stand on their own and the instructional designer is forced to sift through a large corpus of results with little explicit guidance on why or how they might apply to the situation at hand.  

To remedy this, a program of research is needed that aims to elucidate and investigate in a systematic way the host of variables that will have an impact on instructional effectiveness for a particular application.  In general, such an approach would be concerned with what is being taught, who the learners are, which phase of instruction is of interest, how best to teach targeted material, the context in which learning will occur, and any practical considerations that limit what can be done.  One way to organize a systematic program of this sort is to construct an overriding model or framework that lays out all of the pertinent variables and the manner in which they are related.  Using such a model would provide researchers a common framework in which to conceptualize their studies and make it easier to see how individual studies (i.e., the specific variables and context being tested) fit into the larger picture.  In addition, a common framework will allow research results to be more effectively integrated across factors, and gaps in understanding to be identified.

4  A Conceptual Framework for Roadmap Components

At the heart of TELS design is the concept of pedagogy—the science of teaching and how people learn.  Much has been studied and written regarding pedagogy (e.g., see Bransford, Brown & Cocking, 1999) and developing pedagogically sound instruction (e.g., Sugrue & Clark, 2000).
  Likewise, researchers have spent a good deal of time theorizing and testing applied models of media selection for training and instruction.  However, these two lines of research have tended to exist as two separate lines of inquiry.  The model in Figure 1 is an attempt to build on past work by integrating the various factors that are involved in arriving at scientifically-derived principles of instructional design and applying them in technology-enabled systems.  It includes several categories of variables that have an impact on technology-enabled learning system design.  Some of these can be considered input factors—they define or drive the specific pedagogical principles that will apply.  For example, teaching basic principles of electricity will trigger particular pedagogical approaches that may or may not be suited for teaching someone how to drive a car (likely not in this case).  Likewise, the ideal manner of teaching students who are highly motivated may or may not resemble those that are best for unmotivated learners.  

Figure 1:  Model of Scientifically Derived Instructional Design
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The Science of Learning, in turn, drives the specification of particular features of the learning environment that are appropriate to instantiate the principle.  For example, if research determines that training complex decision making skills requires extensive hands-on practice (a pedagogical conclusion), then developing a simulation (learning environment feature) to allow ample practice would be justified.  Practical considerations also exert an influence on learning environment features by limiting what is feasible or possible in a given situation (e.g., development cost).  Ideally, practical considerations are used to select among learning environment features that have been shown to be pedagogically sound for that situation, and not to drive solutions that are likely to fail on pedagogical grounds.  The output of the model is a specific instructional strategy that meets the instructional goals, is appropriate for the training audience and method of instruction, is pedagogically sound, optimizes the use of technology and is practically feasible.  The following sections provide a brief explanation of each category of variables in the model.

Content/Learning Objective—It may seem obvious to state, but the choice of instructional strategy (and, working backward through the model, learning environment features and pedagogical principles) depends in large measure on the instructional objectives that must be accomplished.  Instructional goals flow from task demands and characteristics.  A viable instructional objective states what the learner needs to know and be able to do in order to achieve acceptable performance and/or understanding


Learner Characteristics—Different learners may or may not benefit from a similar instructional strategy.  Hence, there is value in understanding how various characteristics of the learner affect pedagogy.   These may be enduring traits (e.g., ability) or relatively shorter duration states (e.g., motivation to learn).  

The Science of Learning—The science of learning and teaching provides the empirical underpinnings for effective design of instructional systems.   Pedagogical principles should drive the development of an instructional strategy, which in turn drives selection of specific learning environment features.  For the purpose of this roadmap, we are not drawing a sharp distinction between pedagogical principles and associated instructional strategies because such distinctions probably do not lead to distinct recommendations for learning environment features (which is the core focus of this roadmap).  For example, whether the pedagogically derived principle of “provide learners with situated practice environments” or the associated instructional strategy “develop simulation-based training” is applied, the implications for learning environment features are similar (i.e., what degree of authenticity is required in the simulation; how should relevant examples be presented; how should feedback be delivered, and the like).  

Instructional Design Instructional Design—(including instructional Media)—Learning environment features represent the instantiation of pedagogical principles in an instructional system.  Traditionally, instructional designers have been concerned with the selection of instructional media.  In fact, this is only one aspect of the learning environment that must be designed, particularly in technology-enabled systems.  For example, visual media can include anything from still photographs to fully immersive simulations, depending on the pedagogy that is driving the design.  Moreover, features of the learning environment include not only choice of media, but also how it is designed and used.

Instructional design activities result in development of specific Instructional Strategies that are tailored to the learning task and the learners.  In fact, there is no single, correct method of teaching; the effectiveness of a particular technique or approach depends on when and how it is applied.  Nonetheless, efforts to develop and validate generalized instructional strategies or approaches have value as a means to guide instructional design for similar tasks, learning objectives and learners.

Practical Considerations & Context—In many cases, practical issues will limit the design of a learning system.  These include cost of development, cost of delivery, access to training, infrastructure, and the like.  A limitation of such analyses at present is the lack of knowledge about how to evaluate and value training outcomes.  Hence, typical decisions within the trade space are difficult to make (for example, will a higher initial development cost for a learning system pay off in the long run due to its efficiency).  Nonetheless, practical considerations must be incorporated into the design of instructional strategies.


Likewise, the context in which the learning occurs must be considered when designing TELSs.   For example, in K–12 education, a crucial concern is training teachers how to employ new technology and learning strategies.  It may also be important to involve parents and administrators in the transition to technology-enabled learning as well.  In industry training, a host of organizational factors have been studied that appear to facilitate (or hinder) the transfer of new knowledge to the job (Salas & Cannon-Bowers, 2001).


The graphic highlights the fact that the particular choice of learning environment features in any given learning situation will vary as a function of the domain or subject matter, the specific attributes that learners bring to the situation, as well as practical limitations imposed by the environment.
  This rather straightforward process garners almost universal agreement among educational psychologists and learning specialists.  So, why then, is the actual task of instructional design so difficult (and often arbitrary)?  There appear to be two related reasons:  1) the nature of specific relationships among variables in the framework (for example, the linkage between learner motivation --> associated principles of pedagogy --> recommended learning environment features) is not always well understood, and 2) what is known about these relationships does not typically exist in a format that is well organized or otherwise easy for instructional designers to apply.  The research tasks associated with this roadmap are designed to address both of these issues.

5  Research Topics and Tasks
        The research roadmap is organized into key research topics to improve the scientific understanding of how technology-enabled learning systems (TELS) should be designed, with particular emphasis on instructional design.  Associated with each research topic is a set of tasks (and subtasks) that need to be accomplished.  The milestones for each task are projected for the next 3 years, 5 years, versus 10 years.  In order to track progress in achieving the various tasks, there are recommended measures. 

5.1 Content/Learning Objective 

Essential to the development of any sound instructional system is the need to form a thorough understanding of the task demands and/or the instructional goal being sought.  Unfortunately, the choice of instructional goal is often an implicit variable in instructional design studies.  That is, for (understandably) pragmatic reasons, researchers often choose to conduct research on a particular task or domain for reasons that have little to do with how well it represents the universe of tasks/goals to which the results might generalize.  Moreover, little attempt is typically made to assess the generalizability of the results (either empirically or on theoretical grounds).  Hence, even when empirical results bear out a particular instructional approach, it is not clear how generalizable this result is across tasks and instructional goals.  From a design standpoint, this makes it difficult to derive general guidelines or tools to guide the process.

Much theorizing and research has been conducted concerning the topic of establishing task demands and associated knowledge types and instructional goals.  In fact, one of the main problems with current state-of-the-art knowledge is that there are any number of taxonomies and techniques that a designer may employ in this regard, many of which are labor intensive to employ.  Therefore, further effort is needed first to codify and streamline processes that can be used to derive task demands and knowledge types.  In this area, more attention needs to be paid to developing and validating techniques for cognitive tasks involving higher-order skills and to developing methods for analyzing collective or team tasks.  Furthermore, the translation of task demands into specific knowledge demands and then learning objectives needs attention.  Given the number of taxonomies that already exist, it would seem prudent to select (and if necessary, modify) an existing taxonomy for use in this research.  Table 1 delineates the research tasks that are necessary to address these issues.

Table 1:   Establishing Content/Learning Objectives

	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Task Analytic Techniques:  Develop an automated tool for classifying and identifying task demands, knowledge types and establishing instructional objectives.
	Select/develop a taxonomy of learning objectives 

Design specifications for an automated task analytic tool that relates task demands to learning objectives


	Prototype automated task analytic tool 

Formative data regarding effectiveness of the tool

Cost/Time savings in prototype  demonstrating progress: 10 %
	Empirically verified and user-tested task analytic tool

Demonstrated increase time/cost savings and learning ability: 25 percent
	6, 7, 24

	Cognitive Task Analysis: Develop an automated tool for cognitive task analysis that links task demands to knowledge types and learning objectives
	Specification of data types and collection methods 

Synthesis of existing techniques into initial design
	Procedures for collecting data including methods to streamline knowledge elicitation and protocol analyses

Initial prototype system
	Formative evaluation data on tool effectiveness

Empirically validated tool

Demonstrated increase time/cost savings and learning ability: 25 percent
	6, 7, 24

	Team Task Analysis: Develop an automated team task analysis capability that links task demands with knowledge types and learning objectives
	Specification of data types and collection methods 

Synthesis of existing techniques into initial design
	Automated tools for dynamically collecting team task analysis data

Initial prototype system
	Formative evaluation data on tool effectiveness

Empirically validated tool

Demonstrated increase time/cost savings and learning ability: 25 percent
	6, 7, 24


Task Analytic Techniques--In the area of work psychology, the subject of needs analysis has generated considerable work for almost 90 years (see Gott & Morgan, 2000).  Moving forward, a synthesis of the best practices in this area is needed, along with an automated capability that streamlines and standardizes the generation of task data for designers and relates it to knowledge types and instructional goals. According to Gott and Morgan (2000), task analysis typically results in the following products:  1) description of the specific jobs/tasks to be covered in training; 2) delineation of the steps and procedures required to perform those tasks; 3) assessment of the importance, frequency of occurrence, difficulty to learn and criticality of those tasks; and 4) the knowledge, skills and abilities required to perform successfully.  

Cognitive Task Analysis--Recently, researchers have begun to recognize that traditional task analysis may be too behaviorally oriented and ignore important higher-order skills that underlie expert performance (Anderson & Schunn, 2000; Gott & Morgan, 2000; Clark, R.C., 2000;  Kyllonen, 2000).  Hence, efforts to develop cognitive task analysis techniques (see Schraggen, Chipman & Shalin, 2000; Gott & Morgan, 2000) have been on-going for several years. According to Anderson & Schumm (2000), it is essential to understand prerequisite knowledge that is required for competence in a new domain.  In addition, as knowledge domains become more complex, it becomes difficult to understand the cognitive structure that underlies performance, and hence to provide meaningful feedback.  Cognitive task analysis is designed to analyze target domains into underlying knowledge components so that appropriate examples and explanations can be provided.  To date, methods to conduct cognitive task analysis have been labor intensive, particularly when eliciting knowledge and collecting performance data.  In addition, an automated capability to streamline the process needs development.

Team Task Analysis—The prevalence of teams—particularly to perform dangerous, high stress tasks—has grown considerably in modern organizations.  Hence, the issue of how to provide meaningful instruction for team tasks is also growing.  This area of inquiry is very new (see Blickensderfer et al., 2000) and is in need of further study.  Specifically, methods to collect team-level task data, as well as an automated capability for organizing and interpreting those data are needed. According to Cannon-Bowers et al. (1995) teams require a set of team competencies that exist in addition to individual competencies.  

5.2 Research Task: Learner Characteristics

Most modern theories of instruction converge on the conclusion that the attributes that learners bring to the instructional environment are important ingredients in the learning process.  In fact, the notion that learners bring a unique set of knowledge, skills, preferences and experiences to a learning environment is captured by a popular approach known as learner-centered instruction (e.g., see CTGV, 2000; Bransford, Brown & Cocking, 1999; Kanfer & McCombs, 2000; Clark & Wittrock, 2000).  Essentially, proponents of this approach argue that characteristics of the learner must be taken into account in the design and delivery of instruction, and that an explicit attempt must be made to build on the strengths of the student.  Variables that have been implicated in this regard include: prior knowledge, prior skill, prior experience, misconceptions, and interests.  In addition, a number of other personal attributes have been shown to affect learning.  These include:  motivation (CTGV, 2000; Clark & Mayer, 2003; Clark & Wittrock, 2000, Bransford, Brown & Cocking, 1999), personal agency/self-efficacy (Clark & Mayer, 2003; Kanfer & Combs, 2000; Bandura, 1977; 1986; Gist & Mitchell, 1992); goal orientation (Dweck, 1986; Dweck & Legget, 1988; Bransford, Brown & Cocking, 1999; Kanfer & McCombs, 2000); goal commitment (,Clark & Mayer, 2003; Kanfer & McCombs, 2000); emotional state (Clark & Mayer, 2003); self-regulation (Kanfer & McCombs, 2000); misconceptions (Gentner, 1983); interest (Kanfer & McCombs, 2000); instrumentality (Tannenbaum et al., 1991); ability (Mayer, 2001); and spatial ability (Mayer, 2001).  

Clearly, the findings cited above (as well as other work) justify the study of learner characteristics and are an important driver in technology-enabled learning.  Interestingly, the popular notion that people have unique learning styles—i.e., that some people learn differently than others—has not been substantiated by the empirical literature (e.g., see Chronbach & Snow, 1977).  Nonetheless, a host of learner characteristics do affect learning; in fact, it is quite likely these attributes will interact with instructional approaches.  Research tasks in later sections are designed to capture these interactions as empirical studies of the generalizability of learning environment features are completed.  However, preliminary effort is required to determine which learner characteristics are most important for technology-enabled systems, and to develop sound assessment tools for individual difference variables.    Research tasks associated with these are summarized in Table 2.

Table 2: Determining and Assessing Learner Characteristics 

	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Candidate Variables: Develop list for further study
	Synthesize literature regarding learner characteristics that are likely to have an impact on the design of technology-enabled learning environments 


	
	
	25

	
	Prioritized list of candidate studies
	
	
	

	Measurement Tools: Develop assessment tools for learner characteristics
	Preliminary assessment tools with data regarding psychometric properties 
	Validated assessment tools 

Validated tool reflects 50% increase in captured information.
	Fully adaptable assessment tools


	22, 26

	Ability/spatial ability: Determine how ability (general, spatial, technological) affects TELS design


	Prototype of tools that can baseline user ability across 3 parameters

Evaluate techniques for remediating 3 parameters when necessary
	Refined tools for assessing ability online

Prototype tools that can minimize potential limitations for participating in TELS
	Open-standard software that can be embedded in third party simulations that diagnose and remediate across 3 parameters
	22, 27

	Preexisting knowledge: Determine how preexisting knowledge and experience affect TELS design
	Empirical results of the relationship between prior knowledge and experience and learning system design
	Refined tools for automatically assessing prior knowledge and experience prior to learning
	Automated processes for adjusting the learning environment in accordance with the learner’s initial knowledge and experience
	22, 27

	Self-efficacy: Determine how preexisting self-efficacy affects TELS design
	Empirical results of the relationship between self-efficacy and aspects of technology-enabled learning systems
	Guidelines for modifying TELS design in accordance with learner self-efficacy
	
	10, 27

	Goal orientation: Determine how goal orientation affects TELS design
	Empirical results of the relationship between goal orientation and aspects of technology-enabled learning systems across 3 subject domains/ skill classes
	Develop guidelines within and across subject domains/skill classes

Prototype tools that adjust curriculum based on goal orientation and subject
	Embedded, open source tools to adjust curriculum/instruction based on goal orientation and content
	2, 9, 27


Identifying high-impact variables—There are potentially many individual difference variables that may have an impact on the design of technology-enabled instruction.  Some of these are likely to have a greater impact on design than others.  The purpose of this task is to synthesize what is known about learner characteristics in technology-enabled systems, and to generate a prioritized list of studies to pursue.

Develop assessment capabilities—One of the problems in the area of learner characteristics is that there are a lack of psychometrically sound assessment tools available to measure them.  Hence, it is difficult to compare the results of various studies since it is unclear how individual difference variables were measured.  Research to establish sound assessment tools for learner characteristics is needed.

Ability/spatial ability— Ability and spatial ability have been implicated as important considerations in instructional design (Bransford, Brown, and Cocking, 1999).  For example, Mayer (2001) reports that the design of multimedia knowledge presentations should be adjusted according to the learner’s prior knowledge and spatial ability.  In addition, as part of their work in anchored instruction, the Cognition and Technology Group at Vanderbilt (CTGV) discovered that material presented with dynamic visual support (as opposed to only linguistic support) was beneficial to learners with lower linguistic competencies (Sharp et al., 1995).  Baker et al. (2003) also make a case that technological fluency may be an important attribute in modern learners.  Further research is needed to determine what other aspects of ability may affect the design of technology-enabled learning.

Prior knowledge and experience—Several studies have found that the learner’s prior knowledge and experience in a domain affect his/her ability to learn new material.  In particular, it has been found that learners with less knowledge and experience need a more structured learning environment (Hannafin et al., 1999) and more direct scaffolding (CTGV, 2000).  The relationship of prior knowledge with other features of technology-enabled learning approaches is needed.

Self-efficacy—Much work has focused on the contribution of the student’s self-efficacy, which is defined generally as the learner’s belief that he/she has the necessary competence to accomplish the task (Bandura, 1977; 1986; Gist et al., 1989; 1991).  In general, studies converge on the conclusion that high self-efficacy learners perform better in training than low self-efficacy learners.  In addition, self-efficacy appears to affect a host of other motivational variables such as goal setting, self-regulation, self-attribution and others (Kanfer & McCombs, 2000; Pintrich & Schunk, 1996).  Work is needed to tie these findings more closely to TELS design, in particular, how self-efficacy might affect a learner’s willingness to interact with technology in learning.

Goal Orientation—Researchers in this area define learners as being either performance or mastery-oriented.  Performance-oriented individuals are concerned with their performance (e.g., maximizing their score in a game), while mastery-oriented individuals are concerned more about their own learning process (Dweck, 1986; also see Covington, 2000).  It has been found that performance-oriented individuals are more likely to perform better in training, but worse on transfer tasks, while the opposite appears to be true for mastery-oriented learners.  This is typically explained as being due to the fact that  performance orientation leads learners to figure out one or two strategies that maximize immediate performance, but that they fail to establish more flexible, generalizable strategies.  The impact of this variable—and its relationship to task demands and instructional design needs further refinement.

5.3 The Science of Learning & Pedagogy


The recent history of educational research and practice has been dominated by the introduction, adoption, and eventual desertion of educational theories that often border on fads.  However, the science of learning has yielded enough information about the fundamental underpinnings of learning to develop a strong foundation upon which to develop effective instruction (it is simply not possible to review all of the work in these areas; the brief summaries that follow are meant only to provide justification for the principle; interested readers are encouraged to consult other sources for more information).  The very brief review that follows summarizes two lines of inquiry that bear on the challenge of how to best support learning in technology-enabled systems.  These are: the nature of expertise and its development, and the cognitive underpinnings of instructional events that characterize the learning process.  

Nature of Expertise

Many modern instructional and educational researchers argue that a thorough understanding of expertise is necessary to understand fully how best of design learning works.  Recently, Bransford, Brown & Cocking (1999) summarized past work in this area; they drew the following conclusions regarding the nature of expertise: 

1. Experts notice features and meaningful patterns of information that are not noticed by novices.

2. Experts have acquired a great deal of content knowledge that is organized in ways that reflect deep understanding of their subject matter.

3. Experts’ knowledge cannot be reduced to a set of isolated facts or propositions; instead, it reflects contexts of applicability:  that is, knowledge is “conditionalized” on a set of circumstances.

4. Experts are able to flexibly retrieve important aspects of their knowledge with little attentional effort.

5. Though experts know their disciplines thoroughly, this does not guarantee that they are able to teach others.

6. Experts have varying levels of flexibility in their approach to new situations. (p. 19).

In addition, the notion that experts chunk information and recognize meaningful patterns in the problem space has been replicated across domains (DeGroot, 1965; Egan & Schwartz, 1979; Lesgold, 1988; Soloway & Ehrlich, 1984).  Second, it has been well established that experts develop a well-organized set of schemata around “big ideas” or concepts.  According to Bransford, Brown & Cocking, “Experts appear to possess an efficient organization of knowledge with meaningful relations among related elements clustered into related units that are governed by underlying concepts and principles” (p.26).

Related to this, learning researchers are increasingly making a distinction between rote memorization of knowledge, and the more elusive goal of learning for understanding.  According to Bransford, Brown & Cocking (1999), modern views of learning recognize that learning for understanding requires more than knowledge of a series of disconnected facts.  Rather, these authors point to research that suggests that expert knowledge is “connected and organized around important concepts” (p. 9), that is “conditionalized”, and that it supports the ability to transfer to other areas or domains.   Moreover, the term “adaptive expertise” implies that successful learning leads to experts who are flexible in their approach to new situations and who are able to continue to learn over their lifetimes.  Likewise, Perkins & Unger (1999) define learning with understanding as “being able to think and act creatively and competently with what one knows about a topic” (p. 97).

Cognitive Underpinnings of Instruction

A second broad area of study that can inform instructional design focuses on the cognitive processes involved in learning.  Recently, Sugrue & Clark (2000) summarized many years of research into this question from a number of perspectives, and concluded that there are six major cognitive processes involved in learning: 

1. Interpretation of the targeted performance goal

2. Encoding of task-relevant declarative knowledge and/or retrieval of task-relevant declarative and procedural knowledge

3. Compilation and execution of new procedural knowledge, that is, production rules relating sequences of actions and decisions to task goals and conditions

4. Monitoring of performance

5. Diagnosis of sources of error in performance

6. Adaptation of goal interpretation, retrieval/encoding of declarative, or retrieval/compilation of procedural knowledge to improve performance (p. 217).

Sugrue & Clark (2000) further assert that some or all of these processes (or instructional events) can be controlled by the learner and/or supported by the external learning environment when necessary.  Hence, a fully supportive learning environment would elaborate on the goal of the learning task and its demands; provide information related to the learning task; provide a context and support for practice; monitor the learner’s progress; diagnose the causes of inadequate performance and adapt the instruction to improve performance.

The framework provided by Sugrue & Clark is a useful mechanism to organize questions about how to improve the design of learning systems.  Specifically, the six instructional events delineated above each drive the design of learning environment features that are necessary for effective instruction.  For example, the goal of providing information in learning that enhances the encoding of task relevant declarative and procedural knowledge has implications for how the learning environment is developed (within the context of the learning objectives).  Hence, the tables of research tasks that follow are organized around the six instructional events described by Sugrue & Clark (2000).

5.4 Instructional Design 


It is well established and worth repeating here that instructional methods—not media—determine instructional effectiveness (see Sugrue & Clark, 2000; Clark & Mayer, 2003; Clark & Wittrock, 2000).  Literally hundreds of studies have drawn this conclusion (see Clark & Mayer, 2003).  However, it is possible to use technology and media to enhance learning as long as it supports the appropriate instructional methods.  The tables that follow are organized around the six instructional events described by Sugrue and Clark.

Instructional Design: Goal Elaboration and Motivation

The first of Sugrue & Clark’s (2000) instructional events that needs to be supported in learning involves elaboration of the instructional goal.  In this area, instructional designers must be concerned not only with communicating the goal of instruction to the learner, but also with triggering motivational processes that will increase the likelihood that instruction will be successful.  In fact, motivation has been found to have a significant impact on learning outcomes (e.g., for summaries see Clark & Mayer, 2003; Clark & Wittrock, 2000, and others). 

Table 4A:  Goal Elaboration & Motivation
	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Anchored Learning Environments
	Empirical results showing generalizability of anchored learning as a means to improve motivation across tasks and domains

Empirically based delineation of crucial components of anchored learning environments

Increase in cost/time savings/learner achievement reflecting generalizability across domains: 25%
	Tools and data to support assessment of essential features of anchored learning environments to improve motivation

Empirical data linking anchored learning to learner characteristics
	Generalized guidelines for implementing anchored learning environments for all learners and tasks

Increase in cost/time savings and/or learner achievement reflecting generalizability across domains: 50%


	1, 4, 13, 27

	Self-Efficacy
	Empirically based understanding of how self-efficacy differs in TELS from traditional instruction


	Empirical data indicating how to enhance self-efficacy in TELS

Automated techniques for assessing self-efficacy during learning
	Guidelines for the design of TELS that optimizes self-efficacy

Increase in learner achievement by adjusting and maintaining self-efficacy: 50%
	

	Goal Setting/Acceptance
	Empirically based understanding of how TELS design affects goal setting and goal acceptance
	Empirical data demonstrating how to enhance the setting of learning goals

Mechanisms to enhance learners’ ability to track and monitor goal accomplishment during learning
	Guidelines for designing TELS that optimize goal setting and goal acceptance

Increase in learner achievement by 25%
	

	Meta-cognition and Self-Regulation
	Empirically based delineation of methods to foster meta-cognition and self-regulation in TELS


	Automated techniques for tracking self-regulatory skills during learning

Automated techniques for adjusting instruction to enhance self-regulation
	Generalized guidelines for optimizing self-regulation and meta-cognition in TELS

Increase in learner achievement and satisfaction: 50%
	

	Value and Instrumentality
	Empirically based delineation of learning environment factors that contribute to learner perceived value and instrumentality
	Automated procedures for assessing perceived value/instrumentality prior to training

Generalized guidelines for improving perceived value and instrumentality based on task/domain and learner characteristics
	Tools to automatically adjust the motivational characteristics of the environment based on assessment of the learner and the task/domain
	27, 9, 10


Anchored Instruction--It is almost impossible to find modern instructional researchers or theorists who do not believe that learning is enhanced when it occurs in a context that is meaningful to learners (Bransford, Brown & Cocking, 1999).  Instead, disagreements regarding this principle are really a matter of degree.  In any case, proponents argue that anchored or situated instruction is preferable because new learning can be more easily integrated into existing knowledge and mental models.  For example, the Cognition and Technology Group at Vanderbilt (CTGV, 2000) argues that anchored instruction seeks to help learners understand the types of problems and opportunities that real experts confront and how they use their knowledge to solve those problems, and to help students integrate their knowledge by employing multiple perspectives on the same problem.  In addition, anchored (situated) learning environments allow learners to understand how new information is connected to what they already know.  Moreover, learner motivation has been linked to the meaningfulness of targeted material.  In fact, many researchers converge on the conclusion that learning is enhanced when students are presented with relevant, meaningful learning goals and problems (e.g., see Bransford, Brown & Cocking, 1999; Clark & Wittrock, 2000; Perkins & Unger, 1999; Jonassen, 2000; CTGV, 2000).  Also see Merrill (2003) and Jonassen (2000) for further discussion. 

Self-efficacy—As noted, the construct of self-efficacy has been found to be an important characteristic that learners bring to the learning situation.  Self-efficacy beliefs can also develop over the course of instruction.  In fact, self-efficacy has been implicated as a consequence of instruction as well as a cause.  Moreover, self-efficacy has been linked to other important motivational variables such as goal setting and self-regulation (Pintrich & Schunk, 1996; Schunk, 2001; see Kanfer & McCombs, 2000).

Goal Setting/Acceptance—In general, goal setting involves establishing a standard or objective for performance.  In learning systems, goals help to focus learners on the task and help them to select or construct strategies for goal accomplishment; hence, they serve to direct attention.  Goal commitment (i.e., the degree to which the learner is committed to the learning goal) is a determinant of how much the goal affects performance (Locke & Latham, 1990).  Therefore, efforts to understand goal setting and acceptance in TELS have the potential to increase learner achievement (Kanfer & McCombs, 2000).  In addition, goal setting has been linked to self-regulatory processes (Schunk, 2001).

Value/Instrumentality—Eccles, Wigfield (1994) and colleagues argue that subjective task values affect learner motivation.  Several types of subjective task values are important: attainment value (i.e., the importance of doing well on a particular task); intrinsic value (i.e., enjoyment experienced by engaging in a task) and utility value (i.e., perceived usefulness of achieving a task).  Similarly, many work-oriented theories of the construct “motivation to learn” are tied to Vroom’s (1964) theory of valence, instrumentality, expectancy (VIE).  In particular, it has been shown that learners who see value in doing well in learning (in particular, when they believe that it will lead to some desired outcome) do perform better.  In addition, there is little doubt that there exists an interaction between the learner’s initial level of motivation and features of the learning environment.  The nature of these relationships is in need of further explication.

Metacognition and Self-Regulation—Central to most theories of learning and motivation is the notion that learners must actively participate in their own learning process.  In fact, metacognition (Bransford, Brown & Cocking, 1999) is broadly defined as having insight into one’s own learning process.  It includes a learner’s knowledge about learning, knowledge of their own strengths and weaknesses, and the demands of the learning task at hand.  Metacognition also included self-regulation, which  is described as the processes by which students accomplish learning goals (Schunk & Zimmerman, 1998).  Self-regulated learning emphasizes metacognitive, motivational and behavioral processes including planning, goal setting, self-monitoring and self-efficacy (see Kanfer & Ackerman, 1989; Schunk & Zimmerman, 1998; Schunk, 2001; Zimmerman, 2000). 

Instructional Design—Presenting Information

An important instructional event described by Sugrue & Clark (2000) is presenting information.  In traditional instruction, the choices were far more limited in this regard than they are today.  Hence, it is important to focus attention on how technology might be used to effectively present information, and even how it could improve upon traditional methods.

As with other aspects of technology-enabled learning design, the topic of optimizing information presentation has received attention in the literature.  However, this area suffers the same problem as others—what is known is not well organized or integrated and few tools exist to help streamline the design process.

Table 4B:  Instructional Design – Presenting Information 

	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Tutorial Dialog
	Techniques that define various tutorial dialog strategies 

Empirical results demonstrating how various tutorial dialog techniques effect learning

Results reflect learning increases by 10% 
	Empirical results linking the optimal tutorial dialog strategy with task and learner characteristics

Results reflect learning increases by 25%
	Guidelines for increasing motivation and learning by adjusting the tutorial dialog approach in learning


	1, 3, 27, 9

	Active Participation
	Empirical results that define behavioral and cognitive activity in learning

Methods to assess participation in learning


	Methods to predict participation levels in learners to aid in design

Empirical results demonstrating the generalizability of active participation across domains
	Empirical results tailoring active practice to various learner characteristics

Guidelines for achieving participation across tasks/domains and with various learners


	27, 22, 3, 13

	Visualization
	Empirical results indicating the features of visualizations that make them viable learning tools

Empirical results linking the use of visualizations to sound mental model development

Results reflect learning increases by x percent
	Empirical results demonstrating how visualization techniques must be altered or supported for various learners

Empirical results indicating for which task types visualizations are useful

Results reflect learning increases by 25% 
	Techniques to assess the efficacy of visualizations 

Guidelines for developing and using effective visualizations in learning


	1, 2, 3, 13, 18

	Model-based presentations
	Delineation of a taxonomy of modeling approaches that can be used in learning

Empirical results indicating the features of models that enhance learning 


	Empirical results demonstrating how and when models must be altered or supported for various learners

Empirical results indicating for which task types models are useful
	Guidelines for developing models that enhance learning

Guidelines regarding the timing of model presentation and types of models that are most useful
	1, 2, 3, 18

	Interactivity
	Empirically based definition of interactivity as a feature of learning systems

Refinement of the concepts of behavioral and cognitive activity in learning
	Techniques for increasing behavioral and cognitive activity in learning

Empirical linkages between types of activity and learning
	Guidelines for enhancing the behavioral and cognitive interactivity of learning environments

Techniques for automatically adjusting learning environment features to optimize interactivity

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 2, 3, 13, 9

	Multimedia
	Empirical results indicating how various media (graphics, animation, text, video) affect learning in scenario based contexts for various task types


	Empirical results indicating the impact of multimedia presentations for learners with varying ability levels

Guidelines for incorporating multimedia techniques in learning
	Techniques to automatically adjust presentation formats in accordance with learner characteristics and task demands both prior to and during learning

Demonstrated increase time/cost savings and learning ability: 50 percent
	18, 1, 2, 5

	Display design
	Empirical results indicating how various display features effect cognitive workload and learning 
	Empirical results indicating display features can be optimized for various task types and learners
	Techniques to automatically adjust display formats in accordance with learner characteristics and task demands both prior to and during learning

Demonstrated savings in time and/or 

cost: 50 percent
	18, 1, 2, 5


Tutorial Dialog—An important feature of simulation-based training environments is related to the nature of tutorial dialog between the system and the learner.  Biswas and colleagues (2001) discuss learner-initiated, system-initiated and mixed-initiated strategies for this purpose.  Further research is needed to better understand the nature of tutorial dialog and which strategies are best for various learning tasks and/or subject matter.

Active Participation--Many modern instructional theorists and educational researchers converge on the conclusion that active participation by learners is a crucial feature of instructional design.  For example, Anderson & Schunn (2000) assert that learning occurs in two ways.  First, declarative knowledge can be learned from the environment directly in a receptive or passive mode or in a more active, constructive mode by storing the results of past mental computations.  In addition, they argue that procedural knowledge is acquired through analogy—learners make reference to past problems while actively attempting to solve new ones.   Likewise, Chi (2000) contends that there is abundant evidence (albeit indirect in some cases) that learners benefit from active involvement in learning.  

Mayer (2001) points out an important distinction between behavioral activity and cognitive activity in learning.  He argues that cognitive activity is what is crucial for learning to occur, so that even learners who appear to be activily participating (i.e., as manifest in their behavior) may not be learning unless cognitive activity is also taking place.  Conversely, learners who appear to be inactive (i.e., simply looking at a display) may actually be cognitively engaged, and hence learning.  Taken together (along with an abundant amount of other work not cited here), it seems prudent to conclude that the issue of active participation should be considered when designing technology-enabled learning (however, it should not be assumed to be the only way that students can learn).  

Visualizations—Computer-based visualization tools have become more powerful and accessible in recent years.  It has been argued that visualizations can help to explain complex, abstract concepts using display technology.  In fact, evidence exists to support the notion that learners can benefit from the same types of scientific visualization tools used by scientists (see Bransford, Brown & Cocking, 1999, p. 203).  In addition, the U.S. Navy has successfully employed visualization techniques to train sonar operators (Wetzel-Smith, 1995).  However, there are many questions remaining regarding how best to design visualizations that will foster appropriate mental model development in learners.

Model-based presentations--In other work, Leher & Schauble (2000) contend that model-based reasoning begins early in childhood, yet model-based instruction is typically not introduced until much later in education.  These authors argue that a better understanding is required of what kinds of models can be included in instruction and when.  Further, they propose a taxonomy of models (including physical microcosms, representational systems, syntactic models and hypothetical-deductive models) that is based on Gentner’s (1983) syntactical theory of analogy.  Their work also addresses the link between data modeling, data display and reasoning in children.  Further work is needed to investigate the types of models that should be incorporated into learning, at what point they need to be introduced, and for what type of subject matter are they most appropriate.

Interactivity—Given what was said earlier, it is clear that active learning should be a goal of TELS design.  However, a fundamental question suggested by this pedagogical research is: to what degree and how does the learning environment need to be interactive to be most effective?   With respect to simulations in particular, it is not clear whether allowing (or requiring) the learner to manipulate the simulation will enhance learning.  Moreover, given Mayer’s distinction regarding cognitive versus behavioral activity, the issue of interactivity in learning needs further consideration. 

Multimedia--Working in the area of multimedia presentations, Mayer (2001) uses information processing theory (along with supporting empirical data) to help determine how multimedia should be designed.  For example, he generated seven principles to guide multimedia design and provides empirical evidence to support their efficacy.  Mayer (2000) also proposed a framework for fostering cognitive processes in knowledge construction.  This model incorporates three cognitive processes:  selecting information, organizing information and integrating information (hence called the SOI model).  Mayer (2000) presents specific recommendations for designing instructional displays based on this model.  Additional research is needed to sort out the use of multimedia and codify guidelines for its use.  

Display design--The issue of learning display design has been studied from the perspective of cognitive load and working memory limitations (Kirschner, 2002; Clark & Wittrock, 2000).  This is an important factor because overload in training can hinder learning.  For example, Clark & Mayer (2003) report that the tendency to make web-based instruction “active” and “busy” (i.e., by including rich visual and auditory stimuli) can overload the learner and hinder learning.  In addition, capabilities like hypertext—and its ability to be exploited in learning without leading overload—need further investigation (Bruer, 2003).  In related work, Clark and Wittrock (2000) offer several methods to avoid overload trainees during instruction.  Further work along these lines is needed.

Instructional Design - Developing Practice Environments

Another crucial instructional method included in Sugrue and Clark’s (2000) framework is creating practice environments for instruction.  In this regard, the work cited above (as well as work by other researchers) converges on the conclusion that learning is enhanced when learners are provided a relevant context for the targeted material.  This principle has extensive implications for the design of TELSs.  In fact, the use of technology facilitates the ability of designers to create anchored or situated instruction through the use of simulation.  However, current knowledge in exactly how to create effective simulation-based practice environments is specific enough to provide robust guidelines for designers.  The issue extends beyond the design of simulations to include how best to structure such environments so that they support learning.  Moreover, automated tools to streamline the process are needed since the development of simulation-based practice environments is largely manual and typically very costly.

Table 4C: Instructional Design - Developing Practice Environments

	
	Milestones


	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Scenario/Case Design
	Empirical results indicating the essential features of scenarios/cases that make them good learning tools

Preliminary empirical results linking scenario features with task types and learner characteristics
	Empirically-validated strategies for developing scenarios and cases that are linked to task types and learner characteristics

Requirements for and automated scenario/case authoring tools
	Results of user testing of an automated scenario generation tools

Demonstration of a 50% reducing in time to develop effective scenarios and cases
	1, 2, 3, 4, 6, 24, 14, 15, 17, 20

	Authenticity/Fidelity
	Refinement of the definition of authenticity and fidelity through empirical studies

Empirical results that indicate how physical, functional and cognitive fidelity drive learning
	Empirical results linking authenticity and fidelity with task features and learner characteristics

Library of techniques for enhancing the authenticity and fidelity of practice environments
	Automated tool for assessing fidelity and authenticity based on learning goals and learner characteristics

Demonstrated increase time/cost savings and learning ability: 50 percent

Guidelines for achieving particular degrees of authenticity and fidelity in learning environments


	22, 27, 9, 21

	Simulated adversaries and teammates
	Empirical data regarding the requirements for believable simulated teammates and adversaries

Preliminary empirical results to demonstrate the value of simulated teammates and adversaries in learning
	Validated human performance modeling strategies that are useful for creating simulated teammates and adversaries

Empirical results demonstrating the features of simulated teammates and adversaries that effect learning
	Demonstration that learners who interact with simulated teammates and adversaries achieve at least as high achievement as with human actors

Demonstration of 60% cost saving using simulated teammates and adversaries over human actors
	6, 24, 1, 2, 3

	Examples/worked examples
	Empirical results defining the features of examples and worked-examples that drive learning
	Empirically validated strategies for developing examples and worked examples that are linked to task types and learner characteristics

Demonstration of strategies to optimize cognitive load by incorporating worked examples into learning environments
	Automated tool for generating examples and worked examples from task/domain data
	1, 2, 3, 4, 27, 6, 24

	Scaffolding
	Empirical results linking learner characteristics to the need for scaffolding

Empirical studies regarding successful methods to scaffold learning
	Demonstration of techniques that optimize the introduction, format, timing and fading of scaffolding in the learning environment

Guidelines for scaffolding according to task type and learner characteristics
	Automated tool that adjusts scaffolding strategies automatically as a function of learner characteristics and on-going performance

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 10, 13, 14, 15, 17, 27

	Coaching
	Empirical results indicating the effectiveness of various coaching strategies
	Empirical results linking coaching strategies to learner characteristics and task features
	Guidelines for coaching strategies adjusted for learner characteristics and task type

Demonstration of automated coaching strategies that dynamically adjust according to learner achievement

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 3, 4, 13, 14, 15, 17

	Learner Control
	Empirical results indicating how learner control can be optimized according to learner characteristics and task type
	Demonstration of effective learner control strategies

Guidelines for adjusting learner control in accordance with learner characteristics
	Automated tool for dynamically tailoring learner control strategies based on learner performance in training

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 2, 3, 10, 9, 21

	Open Learning Environments
	Empirical results investigating the features of open learning environments that enhance learning
	Demonstration of methods to optimize the design of open learning environments according to learner characteristics and task type
	Automated techniques aiding learners in utilizing on-line resources in open learning environments

Automated processes for adjusting open learning environment features according to learner performance

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 2, 3, 10, 9, 21

	Collaborative learning
	Empirically-based understanding of why and how collaboration is most useful in learning
	Generalize guidelines for achieving appropriate levels of collaboration based on task type and learner characteristics

Guidelines based on 25 percent increase in collaborative behavior
	Tools to guide design of computer-assisted collaboration in learning

Demonstrated increase time/cost savings and learning ability: 50 percent
	27, 1, 3


Scenario/Case Design—A central question in designing simulation-based practice environments involves the design of scenarios or cases as the backdrop for instruction.  Working in a team training environment, Cannon-Bowers, Salas and colleagues (Cannon-Bowers & Salas, 1998; Salas & Cannon-Bowers, 1997; Fowlkes et al., 1998) developed a model whereby specific trigger events are scripted into a scenario based on the learning objectives to be accomplished.  These trigger events are designed to elicit desired behavior, to allow trainees to practice targeted skills and to provide an opportunity to measure performance and deliver specific feedback (Salas & Cannon-Bowers, 2000).  To date, the event-based approach to training has been successfully demonstrated in several settings (Fowlkes et al., 1994; Johnston, Cannon-Bowers & Smith-Jentsch, 1995; Dwyer, et al., 1999).  It needs to be validated in individual training.  In a similar vein, Schank et al. (1999) advocate a strategy for developing goal-based scenarios or cases.  This process includes guidance for developing learning goals, missions, cover, role, scenario operations, resources, and feedback.  To date, tools to automate such processes have not been developed.

Authenticity/Fidelity--Research associated with creating the appropriate degree of authenticity in the learning process has been conducted.  For example, Jonassen (2000) discussed the notion of authenticity by pointing out that it does not necessarily mean that the instruction is developed around specific, real-world tasks.  Rather, authenticity can best be thought of as the degree to which the learning environment causes learners to engage in cognitive processes that are similar to those in the real world (see Honebein et al., 1993; Savery & Duffy, 1996; Petraglia, 1998).  Moreover, authentic learning environments are engaging to learners, and provide them with challenging problems to solve (e.g., CTGV, 2000).

Others have couched the question in terms of simulation fidelity, i.e., the degree to which the simulation needs to be a faithful representation of the real phenomenon or task (Andrews & Bell, 2000).  The underlying issue here is related to the transfer of specific knowledge and skill to the actual operational or job environment (Orlansky, 1994).  Specifically, if trainees are learning how to apply a particular skill, then the training (simulated) environment must respond in a manner that is similar to what would occur in the real world.  Otherwise, the trainee will receive incorrect feedback and perhaps learn the wrong things.  In this regard, Hays and Singer (1989) distinguish between physical fidelity (i.e., the degree to which physical features of the simulation are represented such as knobs and buttons) and cognitive fidelity (i.e., the degree to which the simulation faithfully represents conceptual aspects of the actual task).  As with other learning environment features, which of these types of fidelity is important in learning depends on the nature of the learning objectives driving the instruction.  

Simulated adversaries and teammates--Another concern in simulated training environments is related to the notion of computer generated adversaries or teammates (Knerr et al., 2002).  Advanced technology has traditionally allowed for highly realistic modeling of the physical environment.  Increasingly, researchers are also using modeling techniques to insert realistic human actors into simulations.  Based on human performance and cognitive modeling techniques, this work has been on-going in the military for several years (Knerr et al., 2002).  The benefit of this strategy is that it can heighten the authenticity of the learning experience by allowing trainees to practice higher-order skills with realistic actors who behave in an accurate, believable manner.  These computer-generated actors can provide a low cost alternative to more traditional role-playing strategies by reducing the need for human actors.  It can also allow team members to practice effectively, even when live teammates are unavailable.  More work is needed to realize these potentials.

Examples/Worked-out examples --With respect to the use of examples to support learning, Anderson and Schunn (2000) argue that the use of examples is a primary mechanism for learners to acquire procedural skill.  This view contends that when a learner confronts a new problem (and hence has a goal to solve the problem), he/she needs to be shown an example of the solution.  Anderson & Schunn (2000) go on to explain that to be successful, the example must be understood—both in terms of its relevance to the current problem and to what exactly is being conveyed.  These factors place a premium on the explanations that accompany examples in learning. 

Worked out examples, where learners are given an example of a problem that has been solved by an expert, also have value in learning.  According to Jonassen (2000) worked-out examples enhance the development of problem schemata by moving the learner’s attention away from the solution and toward problem-state configurations that lead to it.  In addition, studies by Sweller, van Merrienboer, & Paas (1998) indicate that learning can be enhanced and time to train reduced when worked-out examples are substituted for practice problems.  According to Clark, R.C. (2002) the benefits may be due to the fact that worked examples help build new mental models without exerting a heavy cognitive load on learners.  

Scaffolding—The notion that a simulated learning environment must incorporate appropriate scaffolds for learners as a means to guide them through the learning process has received some attention in the literature.  For example, Bransford, Brown & Cocking (1999) discuss the use of technology to scaffold experience.  They use the analogy of “training wheels” as a means to explain how computerized tools can be used to support learning that students would otherwise be unable to accomplish.  For example, cognitive scaffolding has been used to successfully teach high school students about science-related public policy (Suthers et al., 1995).  Hannafin, Land & Oliver (2000) describe several methods and mechanisms for scaffolding, including conceptual, metacognitive, procedural, and strategic.   Jonassen (2000) also discusses several types of scaffolding for learning:  1) adjusting task difficulty to the learner’s current level of ability, 2) restructuring the task to supplant knowledge, and 3) providing alternative assessments and worked examples.  In addition, Reiser et al. (2001) have built software tools to scaffold student inquiry in science.  All of these techniques can be supported by technology in the learning environment; the nature and applicability of them requires further inquiry.

Coaching--Coaching has been implicated as means to enhance learning for understanding (e.g., see Bransford, Brown & Cocking, 1999; Jonassen, 2000).  For example, as part of an effort to develop intelligent practice environments for troubleshooting skills, Gott & Lesgold (2000) implemented an intelligent coach which gave adaptive feedback that was based on cognitive task analysis results indicating the manner in which expertise develops in this domain.  More work is needed to determine how and when coaching should be incorporated into practice environments.

Learner control— The primary goal of this task is to create an automated tool for dynamically tailoring learner control strategies based on learner performance in training. While the topic of active participation is of great interest,  several important questions still remain.  In particular, it is not well established how much control should be given to the learner.  While lay wisdom holds that learners should have maximal freedom to control the environment, the general conclusion in this area has been that there are limited benefits to giving learners high levels of control (Clark & Mayer, 2003; Hannafin & Sullivan, 1996).  The exception to this conclusion is for learners with high ability and who have high degrees of prior knowledge or experience.  However, it may be possible to provide scaffolding and other support to lower ability learners.  Related to this, the issue of navigation through the learning system and associated resources must be examined.  

Open learning environments--Hannafin and colleagues (e.g., Hannafin, Land & Oliver, 2000; Hannafin et al., 1994) have investigated the use of open or exploratory learning environments.  Open learning environments are constructed to “emphasize the mediating role of the individual in uniquely defining meaning, establishing learning needs, determining learning goals, and engaging in learning activities” (Hannafin, Land & Oliver, 2000).  To accomplish these goals, open learning environments provide an enabling context for learning, resources (i.e., source materials that support learning), tools (i.e., overt means for students to manipulate available resources and their own ideas), and scaffolds (i.e., various strategies for supporting learning as it progresses).  Given the availability of computing resources for learning, as well as access to varied and robust information sources via the World Wide Web, the potential to create and deploy effective open learning environments is clearly increasing.  However, a number of questions about their design still exists; specifically, for which learning goals/situations are they are best suited, how should be designed to support learning outcomes; for which learners are they best applied. 

Collaborative Learning--The notion that collaboration can aid learning is beginning to gain traction with instructional researchers (e.g., see CTGV, 2000; Clark & Wittrock, 2000).  For, example, Nelson (2000) outlines an approach for collaborative learning that includes specific guidelines for implementing various methods, including instructor-implemented methods, learner-implemented methods, instructor and learner-implemented methods and interactive methods.  According to Nelson, collaborative learning is effective because it takes advantage of learners’ natural collaborative processes, while fostering exchange in rich social contexts and allowing for multiple perspectives.    Others advocate the creation of learning communities in classrooms (e.g.,. Bielaczyc & Collins, 1999) that emphasize development of mutual respect, diversity and community growth.  Examples of implementations of this type of approach include Brown & Campione’s (1994; 1996) “Fostering a Community of Learners” approach and Lampert’s (1990) work in mathematics instruction.  However, it is not clear when a collective learning strategy is preferable to an individual one.

Instructional Design—Monitoring, Diagnosing and Adapting

The final three instructional events delineated by Sugrue & Clark (2000) are monitoring student performance during learning; diagnosing the causes of effective and ineffective performance and adapting instruction accordingly.  Implicit in this series of activities is the notion that learners must receive feedback that helps to inform them of their progress and gives them information about how to improve if necessary.  

4.D Instructional Design—Monitoring, Diagnosing and Adapting

	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Learner Monitoring 
	Empirical data to support use of multiple sources of performance data including self-assessment and peer assessment
	Guidelines for incorporating multiple sources of assessment data into a  performance monitoring system

Format: Online database
	Guidelines for instrumenting learning systems to collect performance data dynamically

Format: Online database

Automated tools for monitoring learner performance

Demonstrated increase time/cost savings and learning ability: 50 percent
	22, 6, 8

	Diagnostic Strategies
	Empirical data to support approaches to diagnosing performance that are specific to the task/domain

 
	Demonstration of various strategies linked to tasks/domains to diagnose performance 
	Automated tools for translating cognitive task analysis data into diagnostic strategies

Methods to dynamically apply diagnostic strategies to on-going performance

Demonstrated increase time/cost savings and learning ability: 50 percent
	23, 6, 8

	Feedback and Remediation
	Empirical data regarding to timing and specificity of on-line feedback to enhance depth of processing

Empirical data regarding the structure and content of post-exercise feedback
	Guidelines for implementing feedback strategies across tasks and learners
	Automated process for generating and presenting on-line feedback that is sensitive to the task and to learners

Demonstrated increase time/cost savings, learning and transfer: 50  percent
	1, 27, 5, 8


Monitoring Learner Performance—According to CTGV (2000) and others assessment-centered learning environments are those that seek to continuously track and monitor learner performance.  In fact, there are several sources of performance data that can contribute to accurate assessments.  These include self-assessments and peer assessments, as well as more traditional teacher or supervisory ratings.  In fact, learners and peers can be a rich source of assessment data (Bransford, Brown & Cocking, 1999).  Effort is needed to determine how to integrate such assessments with other sources of performance data (e.g., keystrokes).  The subject of automated assessment data will be addressed in a later section.

 Diagnosing performance—A crucial part of the instructional process is the ability to determine the underlying causes of observed learner performance.  Such causal attributions determine how and when to intervene in the learning process, either with feedback or some other corrective advice.  Hence, methods to link observed performance to underlying cognitive development and learning are needed.  Once established, the process of generating these causal linkages can be automated so that system-generated inferences about learning are possible.

 Feedback and Adapting Instruction—A tremendous amount of work has been done regarding how to provide feedback to enhance learning and transfer.   Feedback is a central mechanism by which learners can regulate their own performance and understand how to improve.  According to Bransford, Brown & Cocking (1999), opportunities for feedback should be frequent and/or continuous.  It has also been argued that feedback should help learners to understand how to change their performance in order to improve (i.e., simply providing learners with knowledge of results is insufficient) (Bransford, Brown & Cocking, 1999).   Recently, it has been argued that feedback strategies that promote deeper processing are superior to achieve transfer of learning.  For example, intermittent feedback may help trainees to be less dependent on continuous reinforcement (Schmidt & Bjork, 1992).  TELS offer unprecedented opportunities to provide feedback in real time.  Research is needed to better understand how to make use of this capability.

5.5 Design of Specific Instructional Strategies 


As noted, specific instructional strategies are developed to address particular task and learning objectives.  To date, scores of instructional strategies have been developed.  Unfortunately, it is often not clear how well the strategy generalizes beyond the tasks for which it was originally designed.  However, there is value in developing generalized instructional strategies and validating those strategies across a variety of tasks and domains.  With respect to TELS, several instructional strategies have been implicated as holding special promise in enhancing learning.  These include: the design of tutoring systems, the design of games for learning and the design of on-line and blended solutions.  Research tasks associated with these strategies are highlighted in the following sections.

Design of Tutoring Systems

In a landmark series of studies, Bloom and colleagues demonstrated that one-on-one tutoring improved student achievement by two standard deviations over group instruction—the so-called 2-sigma difference (Bloom, 1984).  Since then, researchers have sought to understand why such dramatic differences exist (Fletcher, 2003).  Among the possible explanations are:  individualization, i.e., the fact that instruction can be tailored to the learner’s particular needs, and the intensity of instruction, i.e., the number of interactions between the teacher and student during a tutorial session (Fletcher, 2003).  Further research is needed to better understand the tutoring process so that gains in achievement and time to reach criterion can be accomplished.  

One of the implications of this work is in the design of intelligent tutors, which have the potential to provide one-on-one tutoring to a large number of students.  In a broad sense, intelligent tutors can be defined as systems that replace a human instructor or tutor with one generated by a computer.  Anderson and his colleagues have conducted seminal work in intelligent tutoring and have demonstrated its effectiveness in a limited number of domains (cf. Anderson, et al., 2000; Corbett, Koedinger & Anderson, 1995).  Likewise, Gott & Lesgold (2000) and others (see Shute, Lajoie & Glouck, 2000) have also implemented intelligent tutoring strategies successfully.  According to Anderson & Schunn, three issues require attention.  First is the accuracy of the underlying cognitive or expert model (which relates back to the issue of cognitive task analysis raised earlier and will not be addressed here).  Second, the ability of the tutor to communicate the contents of the expert model to the student is crucial.  In this regard, issues such as the quality of help and error messages are of interest.  Third, the tutor must accurately diagnose the learner’s mastery—what the student does and does not know—and deliver feedback and/or remediation appropriately.  So, the question here addresses how to design intelligent tutors, and for which specific task/domain types and learners are they most appropriate.  It extends the tasks included in Table 4C by focusing attention not only on establishing valid methods for monitoring, diagnosing and adapting instruction, but also on how to automate these processes so that they can be incorporated into a tutor-based system.

Table 5A: Design of Tutoring Systems

	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Tutoring Process 
	Empirical studies of the human tutoring process

Candidate design features to be incorporated into intelligent tutors
	Validation of tutoring design features in selected tasks

Initial empirical studies linking the tutoring process to learner characteristics

Demonstrated increase time/cost savings and learning ability: 25 percent
	Validation of tutoring design features that are tailored to characteristics of the learner

Generalized guidelines for implementing the tutoring process in computer-based tutors

Format: Online database
	1, 5, 6, 8

	Learner Monitoring and Instrumentation
	Empirical data to determine how learner performance can be fully assessed
	Guidelines for incorporating keystroke data, eye track data, speech, gesturing and facial expressions (if applicable) into a performance monitoring system

Format: Online database
	Guidelines for instrumenting learning systems to collect performance data dynamically

Format: Online database

Automated tools for monitoring learner performance

Demonstrated increase time/cost savings and learning ability: 50 percent
	22, 6, 8

	Diagnostic Models
	Empirical data to support approaches to diagnostic modeling that are specific to the task/domain

 
	Demonstration of various modeling formalisms linked to tasks/domains to diagnose performance 
	Automated tools for translating cognitive task analysis data into diagnostic models

Methods to dynamically apply diagnostic models to on-going performance

Demonstrated increase time/cost savings and learning ability: 50 percent
	23, 6, 8

	Pedagogical models
	Empirical data to establish which pedagogical principles apply to a particular task/domain

Empirical data linking the pedagogical strategy to learner characteristics
	Demonstration of strategies to embed pedagogical expertise into an automate process

Demonstrated increase time/cost savings and learning ability: 25 percent

Empirical data regarding the benefits of adding believable pedagogical agents to a tutor
	Automated pedagogical models that are linked to task/domain type and learners characteristics

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 5, 6, 8

	Feedback and Remediation
	Empirical data regarding to timing and specificity of on-line feedback 

Empirical data regarding the structure and content of post-exercise feedback
	Guidelines for implementing feedback strategies across tasks and learners
	Automated process for generating and presenting on-line feedback that is sensitive to the task and to learners

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 27, 5, 8


Tutoring Process—The 2-sigma difference referred to above uses human tutoring as a benchmark (Bloom, 1984).  That is, compared to one-on-one human tutoring, group-based instruction is much less efficient and effective.  However, it is not entirely clear why human tutoring is so far superior.  As noted, the gains are typically attributed to the human tutors ability to tailor instruction to the particular level of mastery and needs of the student (which accounts for the superiority in terms of improvement).  What is not clear is what other factors might be involved; for example, the human tutors ability to build self-efficacy, provide feedback of the appropriate specificity or read subtle cues in the students demeanor that indicate difficulty in comprehension.  There may also be social factors at work that need to be further investigated

Learner Monitoring & Instrumentation--With respect to monitoring learner performance, an issue that needs attention involves how to dynamically collect performance data during learning in both human-to-human and computer-to-human instructional situations.  In this regard, Anderson & Shunn (2000) conclude that there is great potential for applying cognitive theory to the issue of diagnosing learner performance.  However, the difficulty is in finding behavioral (observable) indicants that allow such theories to be applied.  Moreover, only limited efforts to instrument learning environments have been accomplished so that such information can be collected dynamically (e.g., Cannon-Bowers & Salas, 1998).  More work in this area is needed.  In particular, unobtrusive methods to collect and interpret data such as keystrokes, button or mouse actions, eye movements, verbal responses, protocol analysis and even facial expression and gesturing must be further developed. 

Diagnostic Models--Once collected, learner performance data must be interpreted in a manner that allows conclusions about learner mastery to be drawn.  This implies two capabilities:  first is the ability to interpret dynamically collected performance data in a manner that allows meaningful diagnosis to occur, and second is to develop a means to compare this “observed” performance to an expert standard.  Again working in the intelligent tutoring arena, Anderson and others (e.g., Gott & Lesgold, 2000; etc.) have used cognitive task analysis methods to establish “expert” models of performance.  Embedded into the instructional system, such models provide a basis for real-time comparison of current student performance (which is organized into dynamic student models) with what would be expected by an expert.  Gott & Lesgold (2000) emphasize that this ability is enhanced when progressively sophisticated models of the expert (i.e., that describe not only ultimate performance, but important way points in learning) are employed.  Further work is necessary to codify a set of guidelines and develop tools to aid in this process.

Pedagogical Models--Another feature of the learning environment that is required to accomplish continual assessment and adaptation involves development of instructional or pedagogical models (Knerr et al., 2002).  These models embody instructional knowledge that is sensitive to both the domain of interest and also to the student’s assessed level of mastery.  Their purpose is to determine the appropriate instructional intervention—feedback, remedial lessons, advancement to more difficult material, and so forth.  Further research to determine how to develop and deploy such models is needed.  In addition, the value of personifying such models into animated pedagogical agents is an area in need of study.  The little that exists in this regard has shown mixed results (see Atkinson, 2002; Craig et al., 2002), with little evidence that elaborate animated characters add to learning.

Feedback and Remediation--Related to the previous discussion, research is needed to understand better the features of feedback displays that are most appropriate in technology-enabled learning systems.  For example, providing immediate feedback may disrupt on-going performance and actually detract from the authenticity of the problem.  In addition, the tutor’s ability to communicate its knowledge to the student is also in need of work.  Hence, the literature in feedback needs to be applied to situations where both immediate and delayed feedback is possible.  In particular, the design of feedback interfaces must be investigated.

Design of Games

Much attention has been paid recently to the notion that games and gaming techniques may have value in learning.   Clearly, video and computer games appear to be highly motivating to people.  However, while there are numerous claims that games can be applied to learning, relatively few attempts can be found where principles of pedagogy were explicitly followed in design.  Several exceptions to this include the CTGV (2000) who successfully employed a game called Knock Knock to teach literacy skills.  The game has been shown to be highly motivating to students and gives them frequent opportunities to test themselves.

Despite some successes, a fundamental question still exists regarding games; that is, how can gaming techniques be employed to (consistently) teach effectively.  To answer this, it will first be necessary to define in detail those characteristics of games might improve learning.  In general, the answer seems to be that they are motivating, but it is not entirely clear why.  For example, games are challenging, they typically include competition (either against a human opponent or a computer generated one), they are often story-based, contain compelling characters and they typically “keep score.”  Which, if any, of these features are essential to learning still remains to be answered. 

Table 5B:  Design of games

	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	Challenges
	Empirical research demonstrating what features of challenges are crucial for motivation and learning
	Guidelines for structuring challenges in terms of difficulty (and other features) to optimize learning

Empirical results linking challenges to task features and learner characteristics
	Guidelines for implementing challenges across task/domain types and learner characteristics


	1, 3, 21, 11, 9

	Story 
	Refinement of theories regarding how stories/scenarios contribute to motivation and learning

Preliminary empirical results testing the theory
	Empirical results demonstrating the features of story/scenario that are crucial for motivation
	Guidelines for developing compelling stories for learning

Mechanisms to assess the appropriateness of a story for learning
	1, 3, 21, 11, 9

	Immersion/Engagement
	Empirical results defining immersion and engagement as viable psychological variables

Empirical results demonstrating the impact of immersion and engagement on learner motivation


	Demonstration of psycho-metrically-sound techniques for assessing immersion and engagement

Delineation of game features that foster immersion and engagement


	Validated guidelines for increasing immersion and engagement in learning games

Validated guidelines for assessing the degree of immersion and engagement in learning games


	26, 1, 3, 9, 11, 21

	Mastery Orientation 
	Empirical results linking gaming features to goal orientation

Results reflect learning increases by 10 percent
	Empirical results indicating how to maximize mastery learning in gaming contexts

Techniques for increasing mastery orientation in games
	Empirically-validated guidelines for developing games that optimize mastery orientation in games

Optimization reflects 50 percent increase in mastery orientation
	1, 3, 10, 11, 9

	Game induced motivation 
	Empirical studies that isolate which gaming features enhance motivation and how

Results reflect learning increases by 10 percent
	Empirical results linking motivational features in games to task type and learner characteristics

Results reflect learning increases by 25  percent
	Demonstration of techniques to increase motivation in games across tasks and learners

Results reflect learning increases by 50 percent
	1, 3, 9, 11


Challenges—Several studies have found that incorporating challenges into learning has motivational benefits.  For example, the CTGV found that using an interactive video environment that presented students with challenges (the Japser Woodbury Problem Solving Series; see CTGV, 1997) resulted in better attitudes about mathematics, coupled with gains in planning skills and comprehension for problem-solving challenges (Bransford, Brown & Cocking, 1999).   The CTGV also successfully incorporated challenges into learning in the SMART Challenge series.  Findings revealed that challenges were motivating to students and resulted in enhanced learning over environments that did not contain them.  In addition, challenges encouraged students to compare their progress to others and helped teachers to assess what students knew (Barron et al., 1995).  Further work to flesh out the nature of challenges and why they work is needed.  In addition, an aspect of challenges that is typical in games—competition—should be studied.

Story--Efforts to increase the meaningfulness of material has been discussed in the section on Anchored Learning Environments.  Essentially, the notion here is to find ways to help the learner see the learning goal as important, interesting and useful.  In addition, many researchers have concluded that the learner needs to care about the learning objectives to be most receptive to learning.  One way to help learners to perceive relevance and meaningfulness may be by building compelling stories as the backdrop for training.  This is related to the notion of scenario design, but in this sense refers more to the degree to which the learning environment can spark the learner’s interest and foster greater effort.  This aspect of games has yet to be fully investigated.

Immersion/Engagement--Another issue that is related to motivation is the degree of immersion or presence experienced by the learner.  Immersion is defined as the experience of feeling a part of the synthetic experience (Stanney, 2002).  It has been hypothesized that training effectiveness in virtual environments may be influenced by the degree to which trainees experience feelings of immersion (Knerr et al., 2002).  Research to support or refute this claim needs to be conducted.  Moreover, the tendency to experience immersion seems to be an individual difference (Kaber, Draper & Usher, 2002), meaning that some people may be predisposed to benefit from immersive environments in training (Knerr et al., 2002).

Mastery Orientation—The concept of mastery orientation was introduced as a learner characteristic.  However, there is evidence to believe that goal orientation is also a state variable that can be affected by the design of the learning environment (Kozlowski et al., 2001).  The issue is pertinent to gaming in the following sense:  the tendency for games to “keep score” may actually trigger a performance oriented strategy since the learners attention is directed toward how he/she is performing (Kozlowski et al., 2001).  As noted, this tendency would likely improve immediate performance, but have a detrimental effect on transfer and generalizability of knowledge.  Hence, effort to understand score keeping and it relationship to goal orientation is needed.

Game induced motivation—Beyond the variables that have been mentioned, there still may be other factors that contribute to the motivational aspect of games.  This may be teamwork, self-efficacy, or as noted, simply time on task.  Attention needs to be given to this issue as it is still not well understood.

Design of On-line Learning and Blended Solutions

In recent years, the proliferation of web-based training has been staggering and the resulting literature base is growing exponentially (see Wisher & Champagne, 2000).  Clearly, the ability to deliver learning over the Internet has enormous implications in terms of increased access to learning resources and the potential to reduce cost.  However, much work needs to be conducted to optimize the design of on-line learning since many early attempts have failed (see Clark & Mayer, 2003).  In addition, the potential of this technology to foster and maintain learning communities is only beginning to be understood.  Finally, guidelines for blended solutions—i.e., those that combine web-based instruction with more traditional (classroom-based) methods are needed.
Table 5C: Design of On-line Learning and Blended Solutions

	
	Milestones
	

	Research Tasks
	3 years
	5 years
	10 years
	Metrics

	On-line Learning
	Empirical results indicating which features of on-line learning contribute to achievement

Empirical results indicating which features of on-line learning contribute to motivation and persistence
	Demonstration of the incorporation of validated learning strategies in on-line learning

Empirical guidelines for adjusting on-line learning strategies for various learners and task types
	Guidelines for dynamically assessing on-line learning performance

Automated design tool to aid designers in creating effective on-line learning

Demonstrated increase time/cost savings and learning ability: 50 percent
	22, 1, 3, 6, 7, 8, 9, 12

	Communities of Practice 
	Empirical results demonstrating the contribution of learning communities to achievement
	Empirical results indicating how learning communities can support various learners and task types
	Guidelines for developing and maintaining effective learning communities

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 9, 27

	Blended Solutions
	Empirical results linking optimal blended learning strategies with learning outcomes
	Demonstration of the optimal mix of on-line and traditional instruction for various learner characteristics and task types
	Automated guidelines for constructing blended learning environments

Demonstrated increase time/cost savings and learning ability: 50 percent
	1, 3, 6, 7, 8, 9, 12


On-line learning-- Wisher & Champagne’s (2000) review found that the vast majority of studies of distance learning effectiveness are methodologically flawed.  The few that are sound enough to draw conclusions found positive results, but the possibility that these were due to factors other than the medium still exists.    According to Clark & Mayer (2003), one of the problems with this research has been the desire to demonstrate that web-based learning is superior to other learning approaches.  Clark concludes that this strategy is flawed because, based on literally thousands of studies (see Clark, 2001), “there is no evidence of learning benefits from any medium that cannot be explained by factors other than the medium”.  Therefore, Clark recommends that education researchers should seek to demonstrate that web-based learning is at least as effective as other types of instruction, and shift their attention toward applying powerful instructional design models to on-line learning.  Moreover, Clark (and others) suggest that there may be other benefits of on-line learning such as increased access to instructional resources and reduction in cost (due to increased speed of learning and per-student cost).  These factors require further research.  Finally, the motivational benefits (or lack thereof) of web-based learning need further investigation.  

Communities of Practice--. In general, on-line or web-based learning allows the notion of collaboration to be expanded well beyond the individual classroom or training center.  For example, evidence exists that fostering meaningful discussion among students via a computer network has a beneficial impact on learning (Scardamalia et al., 1989; Scardamalia & Bereiter, 1991; 1993).  The power of this type of approach stems from the fact that learners are able to share information, integrate multiple sources of data, and engage in meaningful dialog.  Moreover, students are an excellent source of knowledge about each other, and are in a good position to provide mutual feedback (Bransford, Brown & Cocking, 1999).  The overriding question then is:  how can technology support the development of learning communities that provide social support for lifelong learning?  This suggests a number of important issues, including how to help students learn to interact with others online; how to search for information without getting overwhelmed; and how to select the right set of collaborative tools that fit their current goals.

Blended Solutions—As noted, an issue that needs further work involves the design of blended learning solutions.  Relatively little systematic research is available on this topic.  Some of the issues include: when and how to provide synchronous versus asynchronous instruction; when classroom-based learning is appropriate; and how to balance the combination of the two.

5.6 Practical Considerations & Context 

 Even the most effective strategy for teaching will not be adopted if it is too costly or otherwise impossible to implement.  A reality of instructional research is that practical considerations will often limit or constrain the design of the learning environment.  Therefore, explicit attempts to understand the practical limitations imposed by a learning situation need to be understood as a part of the design process.  Moreover, even when an approach is deemed appropriate, there still remain a number of issues surrounding its successful deployment.  These include the redesign of curriculum (and perhaps associated standards) to accommodate the change; educating the community and various constituents who have a stake in learning, and training teachers to embrace the new technology and methods.

Table 6:  Practical considerations and context issues associated with TELS

	
	Milestones

	Research Tasks
	3 years
	5 years
	10 years

	Utility Analysis Tool
Develop an automated utility analysis tool for TELS implementation
	Empirical results indicating relationships among variables
	Empirical results for individual variables (e.g., development costs, delivery costs, etc.)

Data regarding tradeoffs among key variables
	Data to drive a utility analysis model for TELS

Empirically validated automated tool for assessing potential utility in TELS design

	Teaching Teachers
Develop effective teacher training
	Empirically test prototype teacher training approaches
	Empirical results that document best practices for teacher training 
	Validated teacher training approaches

Automated design tools for constructing teacher training 

	Curriculum Redesign
Develop successful curricular redesign approaches
	Demonstration of preliminary (domain-specific) approaches for curricular design
	Empirical results demonstrating successful curriculum redesign efforts across tasks
	Validated strategies for curricular redesign

Automated tool to accomplish curricular redesign in 50% less time than manual processes

	Community-Centered Instruction
Develop mechanisms to enhance community involvement in TELS implementation
	Demonstration of preliminary strategies for involving the community
	Empirical data and lessons learned from implementation efforts
	Validated strategies and approaches for enhancing community involvement


Utility Analysis tool-- To date, attempts to summarize or synthesize cost-benefit information to help select instructional approaches have not yielded a set of useful guidelines for designers.  Part of the problem is that fundamental cost-benefit and utility analysis data for various approaches have not been formalized.  Generalized models that account for the following variables are needed:  development costs, delivery costs, time to develop, time to deliver, cost of content maintenance, complexity of content maintenance, infrastructure (existing and required), number of learners, location of learners, availability of content for reuse, availability of design templates.  Moreover, an understanding of how these factors interact is also important so that appropriate trade-offs in design can be made.  For example, a computer-based system may be more costly to develop, but much cheaper to maintain and deliver than more traditional approaches, so that the return on investment for such a strategy is beneficial.  Ultimately, an automated tool to conduct utility analyses is needed.

Teaching teachers--Finally, the goal of this roadmap—to institute new ways of teaching by exploiting technology cannot be reached unless teacher training is addressed.  Obviously, teachers are the mechanism by which new forms of instruction will be realized.  Moreover, teachers have been consistently shown to mediate the effects of new curricula and techniques (Darling-Hammond, 1997).  For this reason, methods to ensure continued professional development for teachers, as well as ways to involve them meaningfully in research are needed (Bransford, Brown & Cocking, 1999).  Fortunately, technology can help here as well.  For example, the internet provides opportunities for teachers with a common interest to form web-based communities that can provide support and reduce isolation.  In addition, teacher preparation can be supported by technology in the same ways that student learning can.  To date, tools designed to model or demonstrate effective teaching, provide reflection opportunities, and allow for meaningful dialog and exchange among teachers have been demonstrated (see Bransford, Brown & Cocking, 1999).  More work along these lines is needed.

Curriculum redesign--A number of specific issues arise when considering the introduction of new technology in learning.  For example, to be useful, technology-enabled learning must be integrated into existing (or redesigned) curricula.   In this regard, the CTGV argues that learning environments must be knowledge-centered.  This means that the curriculum must be designed to enable students to organize knowledge around key concepts or “big ideas” in a domain, and to learn to solve problems using this knowledge.  Students must also learn the processes of inquiry to construct new knowledge, which vary across disciplines.  Hence, efforts to infuse technology into a curriculum must follow these prescriptions.  Clearly, technology that is not well integrated—no matter how effective—is likely to be ignored.

Community-centered instruction--The CTGV (2000) also advocates that learning environments must be community-centered (also see Bransford, Brown & Cocking, 1999).  That is, successful learning environments attempt to build communities of people who share a commitment to learning.  This is important because it helps to ensure that all constituents—teachers, parents, community leaders and researchers—are involved in and supportive of successful learning.  In order to accomplish sustained change, these multiple communities must be taken into account.  This is true in the case of K-12 education, where perceptions by the local community (including parents and administrators) can affect the ability of research teams to do their work.  In organizational settings, literature regarding transfer of training consistently concludes that the context in which training occurs and the environment into which new learning must be transferred has a profound effect on outcomes (e.g., Baldwin & Ford, 1988).  The specific findings of this work is too extensive to review in detail here (e.g. see Holton, Baldwin & Naquin, 2000).  Suffice it to say that factors such as supervisor support, peer support, relapse prevention, opportunities to practice, etc., all affect the willingness of learners to apply newly acquired skills on the job. 

5.7 Measures and metrics


As noted, a separate workshop and roadmap devoted to the issues of assessment and measurement is being prepared.  However, it is necessary to introduce the topic here, since the ability to accurately measure learner performance (and other outcomes) is crucial in determining which instructional strategies are most effective.  In fact, the tables in this document include measures and metrics that will be used to determine whether the task has been accomplished.  The following measures/metrics comprise this list:

1. Increased understanding/comprehension

2. Better mental model development

3. Increased transfer to new domains

4. Increased transfer to the operational environment

5. Reduced time to reach criterion

6. Reduced cost to develop

7. Reduced cost to maintain

8. Reduced cost to implement

9. Increased motivation to learn

10. Increased self-efficacy

11. Increased persistence (time on task)

12. Increased access to learning resources

13. Increased depth of processing

14. Increased metacognition

15. Increased self-assessment

16. Increased self-explanations

17. Increased reflection

18. Optimal cognitive load

19. Improved team performance

20. Enhanced adaptability/flexibility

21. Increased engagement

22. Accuracy of assessment

23. Accuracy of Diagnosis

24. Reduced time to develop

25. Expert consensus

26. Evidence of validity/reliability

27. Increased generalizability of approach
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� For the purposes of this document, we define TELS broadly to include any system that employs technology as a means to impart instruction or enhance learning.  


� It should be noted that the goal here is not to provide a comprehensive review of the literature.  Rather the aim here is to highlight research results that show particular promise in optimizing TELS design.  More specifically, the goal is to isolate a set of pedagogical principles or themes that have important implications for the design of TELS, delineate research tasks that will elucidate the specific nature of those relationships, and arrive at a set of empirically-validated guidelines and tools for developing instructionally-sound TELS. 





� Clark (2000) proposes that there are 4 main instructional design architectures: 1) receptive, in which instruction provides information with little opportunity for discussion over learner activity; 2) directive, which is characterized by a bottom-up organization of content and emphasizes frequent questions with feedback; 3) guided discovery, in which instruction provides problems to solve with opportunities to attempt new skills, reflect, revise and retry, and 4) exploratory, where instruction provides a rich source of resources and useful navigational aids (also see Clark, R.C. 2002).  According to Clark, R.C. (2002) each approach has a place in instruction; the applicability of any one will depend on the goal of instruction and characteristics of the learners (a contention that is consistent with the framework presented above).
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