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1  About the Learning Federation
The Learning Federation was formed in 2001 as a partnership among industry, academia and private foundations to stimulate research and development in learning science and technology.  The Learning Federation developed the Learning Science and Technology R&D Roadmap with the goal of providing a vision of where we can go with adequate investment in learning science and technology R&D and a detailed research plan to achieve that vision. Our goal is to catalyze a partnership joining companies, universities, government agencies and private foundations to execute the research plan and make possible radically improved approaches to teaching and learning enabled by information technology.

The Learning Federation is led by a Steering Committee of national leaders in learning science and information technology to provide advice and guidance, review and endorse the research plan described in the Roadmap and act as advocates on its behalf. In addition, more than 70 leading researchers, from industry, academia and government donated time and labor to help us develop the Roadmap through their participation in focused workshops, interviews and preparation of technical plans.

The Learning Science and Technology R&D Roadmap is comprised of a series of five component roadmaps, focusing on the following topics:
· Instructional Design: Using Simulations and Games in Learning 
· Question Generation and Answering Systems 
· Learner Modeling and Assessment
· Building Simulations and Exploration Environments
· Integration Tools for Building and Maintaining Advanced Learning Systems
The roadmaps provide an assessment of the R&D needs, identify key research questions and technical requirements and detail the chronology of the R&D activities over the next five to ten years. Each roadmap also articulates long-term goals and shorter-term benchmarks. Collectively, by articulating a vision of next-generation learning systems, these roadmaps provide a comprehensive strategic view of the field, which can guide researchers, industry and funding agencies as they enable continued innovation in educational technology.

The R&D roadmaps are constructed to support both basic research and highly applied efforts to build tools, design software and develop courses using the products of this research. The research plan is crafted to ensure that supported research will generate a continuous flow of carefully evaluated instructional components, instructional strategies and tools adaptable to multiple contexts, including university and corporate learning. The tools developed will enable increases in scale that will make these capabilities readily affordable to all. In turn, affordability will permit routine use of new tools in schools, colleges, workplaces and homes.

The reader is encouraged to read the Roadmap Executive Summary, which summarizes the component roadmaps and describes a research plan to manage the R&D described in the Roadmap. The Executive Summary and the component roadmaps are available at www.FAS.org .
2  About This Roadmap

This roadmap identifies five key R&D research topics that will significantly increase the validity, efficiency, utility, effectiveness and widespread use of learner modeling and technology-enabled assessment:

1. Performance Modeling: Mapping and reconciliation of disparate models of domain expertise, competency and pedagogy into a metatheory of competence.

2. Assessment Object Strategy: Automated modular assessment design, development, delivery and analysis to support performance models.

3. Learner Models and Methods: Defining multidimensional learner models and measurement methods to drive specification of automated modular assessment object strategies.

4. Reporting and Data Mining: Reporting, warehousing, mining and using assessment data to validate learner models and inferences.

5. Web Services Infrastructure: Web services infrastructure for integration of software applications and services to support learning consumption and production. 

In all areas, the emphasis is on developing scalable, integrated, cost-effective software tools and systems that embody and automate practices and processes supported by theory and research. Those theories, practices and processes must first be articulated precisely enough to support their automation. The articulated processes can exist first as guidelines, prescriptions and decision aids, which can be turned into functional specifications for tools and systems. Once tools and systems are built, studies can be done to validate the theories, practices and processes they embody.
The roadmap presented here will produce the research results to provide guidelines, tools and systems that directly relate to both user modeling and assessment in a holistic fashion.  Therefore, the distinction between understanding the learning process and understanding the learning outcomes is seamlessly integrated. Consequently, this agenda should enable learning technology standards groups to generate both technical standards and quality standards to create a continuous process improvement model for user modeling and assessment.

New technologies can make learning more productive, compelling, personal and accessible.  The big question is how to structure the field of learning and education from the standpoint of Learner Modeling and assessment.  How can we move to the next level?  A plan needs to be developed to integrate technological advances in learning.  This roadmap provides such a plan and recommends a research agenda for the next 3, 5 and 10 years.  The roadmap is focused on education and training at the level of postsecondary education for science, mathematics, engineering and technology.  This includes courses at 2-year and 4-year universities and colleges, as well as lifelong learning experiences in business, industry and the government.  

3  Introduction

Assessment is a critical component of education, training and human capital management. It generates data for decisions such as:
· What knowledge and skill gaps of individuals and groups need to be targeted with instruction

· What feedback, guidance and learning resources to provide individual learners during the learning process

· What progress the learner is making in each domain area or scale

· Which educational programs or components of educational programs are ineffective or inefficient and need modification

· Who is competent to perform particular tasks

· Who to select or promote into particular jobs
These decisions are only as valid as the data and data interpretations that are available.  Ignore a critical variable or use an inappropriate data source and an incompetent pilot could be flying your plane, a misguided surgeon could make a crucial misdiagnosis, a nuclear physicist could design a fatal flaw, or your child could be “left behind” in his literacy or mathematical education.  Ignore performance data altogether and you’ll never know if your learning and development programs are effective, or if your expensive workforce could improve processes faster, save money effectively, or innovate more frequently.  Forget to measure and address variables related to motivation and you may end up with an organization of e-learning dropouts, with low productivity or high turnover.

Ideally every educational decision-maker, from teacher to human resource director, would have access to valid data real-time to make a decision about an individual, group, or program. Better yet, the system that collects and analyzes the data would itself be smart enough to make the decision and the system would, over time, improve its ability to make the best decisions. The generic technology exists to support such a scenario, but work is required to translate the best of our human-intensive assessment processes into Web-based software applications. 

3.1 Definitions

Assessment is defined as the measurement of learners’ knowledge and skills, as well as measurement of other personal characteristics that influence learning and performance (Snow and Lohman, 1989; Kyllonen, 2000).  Assessment is a process of reasoning from evidence (Mislevy, 1994, 1996) to determine a learner’s competence and is dependent on the types of evidence or observations and the types of tools that are available for interpreting the evidence (or data). The constructs to be assessed can go beyond the individual learner to include aspects of the learning and transfer environment. Assessment can occur before, during or after a learning opportunity and can include retention and transfer.  
The terms “learner model” and “learner modeling” have mostly been used in the context of intelligent tutoring systems (Shute and Psotka, 1996). In an intelligent tutoring system (ITS), learner modeling refers to the process of generating and maintaining a continuous/dynamic model or profile of the learner and using the data for diagnosis, feedback, coaching and prescription of content during instruction.  In this Learning Federation roadmap, the contexts in which learner modeling can occur include any learning environment or learning ecosystem where assessment, both unobtrusive and formal, plays a pivotal ongoing role.  Figure 1 illustrates the role of continuous monitoring and learner modeling in a flexible learning environment. The learning environment provides information resources and practice opportunities related to a learning objective. The learning objective could be an attitude or perception as well as task-related knowledge or skill. As the learner interacts with the information and practice resources, the system overtly or unobtrusively gathers data on learner mastery, motivation and metacognition (reflecting and directing one’s own thinking) to update the learner model. Ongoing analysis of the learner model leads to dynamic adaptation of content or generation of feedback and guidance to help the learner select the most appropriate information and practice resources.
Figure 1. Assessment and learner modeling in a flexible learning environment
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Large-scale assessment systems also generate learner models, though these models are typically not dynamic and have historically been sparsely populated. More recent work has demonstrated how large-scale assessment might generate detailed learner models as a way of more completely describing what students know and can do in a given domain (e.g., Bennett, Jenkins, Persky, & Weiss, in press; Mislevy, Steinberg, Almond, Breyer, & Johnson, 2001). 

3.2 Relevant Domains of Theory and Research

Four interrelated domains of theory and research inform the design, development, implementation and evaluation of technology-enabled assessment and learner modeling:

· Cognitive science 

· Measurement science

· Computer science

· Instructional science

Cognitive science defines what should be assessed (Frederikson, Glaser, Lesgold, & Shafto, 1990; Nichols, Chipman & Brennan, 1995; Wittrock & Baker, 1991; Anderson, 2000). Cognitive science encompasses a spectrum of researchers and theorists from 

diverse fields – including psychology, linguistics, computer science, anthropology and neuroscience –  who use a variety of approaches to study and understand the workings of human minds as they function individually and in groups. Cognition includes the mental processes and contents of thought involved in attention, perception, memory, reasoning, problem solving and communication.  These processes are studied as they occur in real time as they contribute to the acquisition, organization and use of knowledge.  Measurement science guides the development of valid, reliable and fair measures of the constructs to be assessed and the connection between student responses and the inferences made about knowledge and performance embodied in the learner model (Linn, 1989; Mislevy, Steinberg, Almond, Breyer, & Johnson, 2001). Computer science facilitates the development of systems and tools to automate and manage the processes involved in development and implementation; computer science also specifies rules for human-computer interaction, interfaces and usability (e.g. Horvitz 1999). Instructional science specifies the architecture of learning environments in which assessment and learner modeling are embedded (Reigeluth, 1999; van Merrienboer, 1997). 

There are a number of standards groups related to assessment and technology-based learning systems that are relevant as inputs to the R&D agenda and also as vehicles for widespread adoption of the results of the R&D.

Standards for Educational and Psychological Assessment developed jointly by the American Educational Research Association (AERA), the American Psychological Association (APA) and the National Council on Measurement in Education (NCME) should serve as a backdrop summary of best theory and practice related to validity, test development and test use. Groups such as the National Commission for Certifying Agencies (NOCA) and the Accreditation Board for Engineering and Technology (ABET) also have relevant standards for assessment and certification. The Association of Test Publishers (ATP) has developed a set of guidelines for technology-based assessment. 

The work of these and other learning technologies standard setting bodies is also relevant:

· Advanced Distributed Learning initiative (ADL)

· Instructional Management Systems Global Learning Consortium (IMS)

· Aviation Industry CBT committee (AICC) 

· Association of Remote Instructional Authoring and Distribution Networks for Europe (ARIADNE)

These groups have already developed widely adopted standards for interoperability and reusability of learning content and learner mastery data (SCORM) and they are working on standards for: 

· Assessment: Question and Test Interoperability (QTI)
· Learner modeling: Learner Information Profile (LIP)

· Competency definition: Reusable Definition of Competency or Educational Objective (RDCEO)
3.3 Key Elements of Assessment
Four decades of research in the cognitive sciences has advanced the knowledge base about how people develop understanding, how they reason and build structures of knowledge, which thinking processes are associated with competent performance and how knowledge is shaped by social context.  Assessment is a tool for observing learners’ behavior and producing data that can be used to draw reasonable inferences about what learners know.  The process of reasoning from evidence has been described as the assessment triangle, comprised of three elements: a theory of how learners represent knowledge and develop competence in the subject domain (cognition); a set of beliefs about the types of observations that provide evidence of the learner’s competencies; and an interpretation process for making sense of the evidence (NRC, 2001).  Each of the three elements of the assessment triangle must connect to each of the other elements in a meaningful way.

Cognition focuses on how people develop structures of knowledge.  A major tenet of cognitive theory is that learners actively construct their understanding by trying to connect new information with their prior knowledge.  Cognitive research has identified a cognitive architecture which describes how information is acquired, stored, represented, revised and accessed in the mind (NRC, 2001).  Two types of memory have been identified – working memory (short-term memory) and long-term memory.  Working memory is what people use to process and act on information immediately before them (Baddeley, 1986).  People extend the limits of working memory by organizing bits of information into “chunks” (Simon, 1974).  Long-term memory is defined as consisting of two types of information:  semantic information which defines “the way the world is” and procedural information about “how things are done”.  Working memory has an effectively limitless store of information, while working memory storage is constrained.  Thus, the goal is to move the burden of problem-solving from working to long-term memory.  The key in learning situations is how well one can evoke the knowledge stored in long-term memory and use it to reason about current problems (NRC, 2001).  As learning occurs, increasingly well-structured organizations of knowledge, or schemas, develop.  These structures enable individuals to build a representation or mental model that guides problem solution and further learning (Glaser and Baxter, 1999).  

Numerous studies have shown that experts commit to long-term memory large banks of well-organized facts and procedures, particularly deep, specialized knowledge of their subject matter (Chi, Glaser and Rees, 1982; Chi and Koeske, 1983).  Experts efficiently code and organize this information into well-connected schemas.  These methods of encoding and organizing help experts interpret new information into meaningful patterns that might be overlooked by less competent learners.  These schemas also support pattern recognition and the rapid retrieval and application of knowledge.  One of the most important aspects of cognition is metacognition, reflecting and directing one’s own thinking (Newell, 1990).  Experts have strong metacognitive skills (Hatano, 1990).  They monitor their problem-solving, question limits to their knowledge, monitor their own progress and self-correct errors.  
3.4 Constraints of Current Traditional Testing Methods
Knowledge about how experts organize information and reflect and direct their own thinking identifies features of proficiency that should be the target for assessment.  Assessments should measure how a person organizes information and can evoke the knowledge stored in long-term memory and use it for problem-solving.  These are the kinds of complex knowledge and skills that are essential for success in today’s information based economy (Resnick and Resnick, 1992).  The most common kinds of current educational tests do an acceptable job of measuring knowledge of basic facts and procedures and producing overall estimates proficiency for an area of the curriculum, but these tests fail to capture the breadth and richness of knowledge and cognition.  Traditional test do not capture students’ organization of knowledge, problem representations, use of strategies, self-monitoring skills and individual contributions to group problem solving (Glaser, Linn and Bohrnstedt, 1997).
3.5 Using Technology to Improve Assessment 
The constraints of current traditional testing methods make it difficult to assess many aspects of cognition and expertise.  Fortunately, emerging technologies are making it possible to assess a wider range of cognitive competencies by presenting complex, open-ended problems and simultaneously collecting information on how learners go about solving them. At the same time, there have been significant developments in measurement methods and theory.  A wide array of statistical measurement methods is currently available to support measuring the kinds of differences that cognitive research suggests. 
Technology offers opportunities to strengthen the cognition-observation linkage of the assessment triangle by enabling the design of situations that assess a broader range of cognitive processes than was previously possible.  This includes knowledge-organization and problem-solving processes that are difficult to assess using traditional paper-and-pencil assessment methods. Technology makes it possible to analyze the sequences of actions learners take as they work through a problem and to compare these sequences of actions against models of knowledge and performance associated with different levels of expertise.  Technology can make possible stronger observation-interpretation linkages through improved analysis and scoring methods.  Extended written responses can be an excellent means of determining how well a learner understands certain concepts and can express their interrelationships.  However, this technique is rarely used because the reading and scoring is so time and labor extensive.  Technology tools, such as latent semantic analysis (LSA), have been developed that can automatically score a variety of extended written responses, such as essays (Landauer, Foltz and Laham, 1998).  Evaluation studies suggest that scores obtained from LSA systems provide scores as reliable as those produced by pairs of human raters (Landauer, 1998).  
Most current large-scale tests provide very limited information that instructors and teachers can use to identify why learners do not perform well or to modify the conditions of instruction in ways are likely to improve learner achievement.  Many tests provide only general information about where a learner stands relative to peers or whether the learner has performed poorly or well in certain domains.  Such tests do not reveal whether students are using misguided strategies to solve problems or fail to understand key concepts within the subject matter being tested. Most assessments provide snapshots of achievement at ticker points in time, but they do not capture the progression of learners’ conceptual understanding over time.  This limitation exists largely because most current modes of assessment lack a theoretical framework of how student understanding in the content domain develops over the course of instruction and predominant measurement methods are not designed to capture such growth.  Research and development is needed to design better approaches for measuring knowledge, skills and misunderstandings.  Research and development is also needed to move the most promising assessment ideas and prototypes into the varied and unpredictable learning environments found in diverse classrooms embedded with complex and occasional systems and policy structures.  
Bennett (2001) predicts that Internet technologies will reinvent assessment, because the Internet is interactive, broadband, switched, networked and standards-based. These attributes facilitate:

· Automation of assessment development processes

· Expansion of the stimulus and response possibilities of assessment tasks 

· Automated scoring of complex constructed responses

· Real-time reporting 

· Automated learning management.

Online assessment permits real-time analysis and dynamic adaptation of both the assessment content itself and learning content associated with the competencies being measured. The same data can be used to trigger automated feedback or intervention by a human expert or intelligent agent, or to inform the decisions of a human teacher. 

As we automate aspects of assessment development, delivery and use, weak links in our non-automated processes become evident. Fuzzy practices, inconsistencies and disconnects that have persisted for decades become obstacles to measurable progress. We have to articulate more precisely and reach consensus on many of the theoretical underpinnings and models that drive our practices, including what should be measured, when it should be measured, how it should be measured and what should be done with the data. We have to turn systems and software currently confined to research labs and proofs of concept, into scalable, extensible, integrated internet-based systems. This roadmap makes room for the necessary revisiting, reconciliation and precise articulation of constructs and processes that will be embedded in software to prevent further inconsistencies from occurring in next generation learning and assessment ecologies. 

The measures by which we will judge success are reductions in costs and time (for assessment development and valid inference generation), increases in accuracy and usage (of assessment data) and ultimately more learning and transfer of learning to jobs and other real-world performance contexts. Assessment has always been fraught with difficulties and controversy related to, for example, whether we are measuring the right thing or whether we are measuring it appropriately and fairly. With greater accuracy of measurement, richer data and iterative learner modeling based on commonly accepted vocabulary, procedures and technology, we will begin to meet the great challenges ahead. 

Figure 2: Relationships Among Areas of Learner Modeling and Assessment R&D 
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4 Research Topics and Tasks

 Research Topic 1 (performance modeling) is an overarching topic that will influence the theory selection tasks in Research Topics 2, 3 and 4.  For research topics 2, 3 and 4 (assessment object strategy, learner models and methods, reporting and data mining), the tasks in the roadmap proceed from theory selection, to guidelines, to software development, to validation and integration. Research Topic 5 (Web services infrastructure) will influence the software development tasks in Research Topics 2, 3 and 4, ensuring interoperability and integration of component applications and services. Figure 2 illustrates the interconnections among the components of the roadmap. For each of the five research topic areas, a list of tasks will be presented, along with milestones that could be achieved in 3, 5 and 10 years. The Learner Modeling and Assessments Research Roadmap is organized into key research topics that collectively should make possible assessments and rich multi-dimensional models of the learner. 

4.1 Performance Modeling: Establishing Models of Content Expertise, Competency and Pedagogy

The first step in the assessment development process is to specify the constructs (skills, knowledge and abilities) to be measured. This requires decomposition (analysis) of the content/job/performance domain into its constituent knowledge and skill components. Such decomposition results in lists, clusters and hierarchies of skill components (or learning/assessment objectives) at various levels of granularity. The more fine-grained the decomposition, the more test items, including responses within larger assessment tasks, can be targeted at particular subskills and the more specific the diagnosis of knowledge gaps. The more the decomposition of expertise is based on a cognitive tasks analysis, the greater the validity, efficiency and effectiveness of the resulting assessment and learning (Clark & Estes, 1996; Clark, 2003; Schraagen, Chipman, & Shalin, 2000).

Once the content of the domain to be assessed has been analyzed and organized in meaningful units, an attempt is usually made to categorize the content and to specify elements or learning objectives based on the type of knowledge and/or type/level/complexity of cognitive processing required. The reasons for doing this are to ensure that the assessment targets the complete range of thinking skills involved in domain performance and to streamline item writing, as the particular item and assessment task structures and formats can be associated with the categories (Baker & Mayer, 1999; Millman and Greene, 1989; Nitko, 1996). The problem is that there are many different taxonomies and models of cognitive processes, structures, knowledge types and learning objectives that can be used for classification of component knowledge and skills.

Some of the taxonomies are based on cognitive science studies of learning and expert performance in a particular domain (Bransford, Brown, & Cocking, 2000). For example, research on writing has identified three high-level subskills: planning, drafting and revising (Flower and Hayes, 1980; Bereiter & Scardamalia, 1987). Research on mathematical problem solving (Schoenfeld, 1994) separates the components of knowledge base, problem-solving strategies, monitoring, control, beliefs and affect.  Research on medical diagnosis has generated a model of expertise in that area based on the invocation and fine-tuning of schema or mental models (Lesgold et al., 1988). Research in computer networking ability distinguishes the strategies underlying procedure from related outcomes (Williamson et al., 2003b). Some taxonomies identify a set of dimensions common to developing competence in multiple domains, for example knowledge organization and structure, depth of problem representation, quality of mental models, efficiency of procedures, automaticity of performance and metacognitive skills (Chi, Glaser and Farr, 1988).
Although the most valid classification of content is based on its cognitive demands, many of the taxonomies that are widely used by assessment developers come not from cognitive research at all, but from craft-based models of curriculum development, instructional design and assessment development.  For example, Bloom’s taxonomy of educational objectives (Bloom et al., 1958) divides objectives into six categories, representing increasing levels of complexity of skill in a domain: knowledge, comprehension, application, analysis, synthesis and evaluation. In spite of the fact that Bloom’s taxonomy has little empirical basis and has been shown to be invalid, unreliable and impractical for diagnosis and prescription, it persists (Moore, 1982; Bereiter and Scardamelia, 1998). An update of Bloom’s taxonomy is provided by Anderson and Krathwohl (2001).  In this revised taxonomy there are two dimensions, a cognitive processing dimension which is similar to Bloom’s original categories, and a knowledge dimension which separates factual, conceptual, procedural and metacognitive knowledge.

Another popular two-dimensional domain-independent model for classifying content for assessment purposes is Merrill’s (1983) content-performance matrix, which is based on Gagne’s (1965) theory of learning objectives.  Gagne separated learning objectives into verbal information, intellectual skills (concepts, rules and problem solving), psychomotor skills, cognitive strategies and attitudes. Gagne’s intellectual skills represent a hierarchy of complexity where concepts are the lowest level, rules represent the relationships among concepts and problem solving involves the selection and application of multiple rules. Merrill’s content categories are facts, concepts, principles (like Gagne’s rules) and procedures.  These content types are crossed with three levels of performance: remember, use and find. There are literally hundreds of other taxonomies and models based on developmental, social, constructivist and connectionist learning theories, and theories of conceptual change, scientific thinking and artificial intelligence (see Pressley and McCormick, 1995). 

The existence and use of so many models for classifying cognitive processes, types of knowledge and learning outcomes makes it difficult to:
· Agree on general components of performance across domains

· Discuss issues such as task/content analysis, assessment design or score interpretation across domains

· Develop robust cognitive task analysis and design specifications across domains

· Agree on reusable components, metadata and templates for assessment development and delivery

· Standardize the interpretation of assessment data from different sources

· Set industry standards that go beyond technical specifications to include specification of cognitive components of domain expertise.

Baker (2000, 2002, 2003a, 2003b, 2003c, 2003d, in press-a, Baker, Sawaki, & Stoker, 2002) has suggested that we need something akin to the Human Genome project to map this landscape and standardize on a cognitively valid model or a small set of models.  These models could be used in all contexts (K-12 education, higher education, military training and corporate training and assessment) for decomposition and classification of domain knowledge to be targeted by assessment. A metatheory of competence can also be used to identify the limitations of object-based assessment, for example distinguishing between learners who performed well because they transferred general knowledge and learners who have deeper domain-specific knowledge (A. Lesgold, personal communication, July 7, 2003).

Some theoretical work related to mapping content/competency models has been done (Kyllonen and Shute, 1989; Snow and Lohman, 1989) and the IMS and SCORM standards groups are working on reusable competency definitions. Representatives of domains (arts, sciences, information technology, etc) and contexts (K-12, higher education, military, corporate) need to be involved in this process so that the shared framework will be accepted and used. Projects will be needed to demonstrate the application of the common framework to a variety of domains and contexts (e.g., Vendlinski & Stevens, 2000). The utility of the model for aligning scoring schemes and rubrics with the definition of skills will also need to be demonstrated. Currently, even when learning objectives are classified and assessment tasks elicit the appropriate cognitive activity, scoring systems are often not aligned with the demands of the task (Baker, 1997, in press-b; Baker, Abedi, Linn, & Niemi, 1996; Baker, Freeman, & Clayton, 1991; Baxter and Glaser, 1997).

The task of mapping pedagogical models is related to the mapping of content and competencies to a competency metatheory; however a pedagogical metatheory relates more to the design of technology-enabled learning environments in which assessment and learner modeling are embedded (e.g., Vendlinski & Stevens, 2001). An analysis and mapping of pedagogical models to extract structural features that can be embedded in technology-based learning environments is the subject of another roadmap in this R&D agenda. The work in that area should overlap with work here so that both learning environment and assessment design can be aligned.

Once an agreed-upon metatheory of content and competency exists, it can drive the development of tools and software for cognitive task analysis, assessment development, inference and reporting. Work on an object-based system for assessment development is treated as a separate topic (Research Topic 2).  However, the development of software for cognitive task analysis and classification of learning objectives is included here. That software will need to generate content/skill maps and learning objectives in a form that enables the automated generation of tasks to elicit and measure those skills. 

Table 1 presents the tasks to map and integrate the various existing content, competency and pedagogical models into one metatheory that can be used to standardize and automate cognitive task analysis, assessment design and use. 

Table 1:  Performance Modeling
	
	Milestones
	

	Tasks
	3-year
	5-year
	10-year
	Measures

	Map content/
competency models and agree on a metatheory
	Map representative domain-specific and domain-general content/competency models
	Agreement from major constituent groups on a core model, terms and relations
Illustration in multiple domains
	Widespread use of a common framework and language to discuss and define components of expertise and competence
Reporting of all assessment data in all domains in terms of a common framework and set of constructs
	Widespread adoption

Incorporated into RDCEO standards

	Map pedagogical models and agree on a metatheory
	Map of main pedagogical models by domain
Identification of common elements
Proposal of a metatheory and map it to subsets of existing models
	Agreement from major constituent groups on metatheory components, including classification of objective types and appropriate instructional methods and assessment strategies
	Widespread use of a common framework and language to discuss and define instructional and assessment objectives and methods
	Widespread adoption
Incorporation into standards
Cross-domain discussions successful

	Create cognitive task analysis tools
	Review and synthesis of cognitive task analysis methods
	Study results comparing the efficiency and utility of multiple cognitive task analysis methods

Demonstrations of cognitive task analysis outputs aligned with common content and pedagogical models
	Widespread use and dissemination of cognitive task analysis methodology
Software that automates best methods for cognitive task analysis and generates output in terms of common content and pedagogical models
	Widespread  adoption
Reduction in the time to do cognitive task analysis

Reduction in test development time


4.2 Assessment Object Strategy:  Automated Modular Assessment Design, Development, Delivery and Analysis

Great strides have been made in developing learning object strategies, software and standards to enable modular development and delivery of content for online learning.  The assessment community has been slower to move in that direction, mostly because the content and functionality of assessment is more complex than the information-focused content of current learning objects. Work on learning object strategies for authentic practice and simulation environments is just beginning (Sugrue, 2002).

A learning object (LO) strategy separates the content of instruction from its presentation and delivery.  The strategy specifies one or more standard stand-alone units of instruction (the learning objects) and their modular content elements. Cisco was one of the first corporations to develop and implement a reusable learning object strategy and their approach has been widely emulated (Barritt, 2002). Cisco used Clark’s (1998) version of Merrill’s (1983) content-performance matrix to specify five types of learning objectives for which learning objects could be created and delivered as stand-alone pieces of instruction. For each type of learning object, presentation templates based on Information Mapping (Horn, 1967) are created which have elements or slots that can be populated by content which is stored separately from the templates. A Learning Content Management System (LCMS) is used to manage the content elements and assets and to assemble the objects. The system allows for tagging of content assets so that they can be searched and reused. Assembled learning objects are also tagged so that they can be reused and accessed via search mechanisms.

The ADL’s SCORM standard (Sharable Content Object Reference Model) defines a standard XML-based "Content Aggregation Model" and "Run-Time Environment" for learning objects. SCORM is a collection of specifications that enable interoperability, accessibility and reusability of Web-based learning content.
Much of the work on learning object strategies and standards is transferable to assessment.  However, the task of developing an object-based strategy is more complicated for assessment than for content presentation, which is the focus of most learning objects. An assessment object strategy will have to specify the reusable components of multiple assessment task types and multiple response types within those task types (Baker, Niemi, Minstrell, & Black, 2003; Williamson et al., 2003a). An assessment object strategy will also include reusable mechanisms for scoring and combining evidence from multiple sources to generate probabilistic inferences about mastery of particular objectives or competencies (Chung, Niemi, & Bewley, 2003; Foltz, Laham, & Landauer, 1999; Williamson et al., 2003a).  Another approach is to determine the number of independent dimensions that characterize the content and specify the location of the assessment object on each of several scales or dimensions.
Conceptual work on evidence-centered design (Mislevy et al., 1999, 2002) and automated item generation (Bejar, 1993; Irvine and Kyllonen, 2002) is a basis for developing software and systems for reusable assessment objects, including automated assessment task creation and assembly and complex scoring and inferences about learner competencies. Cisco has created such a system for its Network Academy assessments, incorporating reusable and interchangeable simulation-type tasks, separating content and student performance data (stored as XML) from presentation (Flash interface) and using Bayesian inference networks for updating student profiles (Behrens, 2003; Demark et al., 2003; Levy et al., 2003; Williamson et al. 2003a, 2003b). However, most corporations still have a piecemeal approach to assessment development, especially when they incorporate new item formats, such as multimedia and simulations as prompts, or new response formats, such as drag and drop or constructed responses. 

An agreed-upon architecture of the components of a reusable assessment object strategy is needed so that all software developed will be compatible and interoperable. The architecture needs to specify standard item/task templates for measuring particular types of knowledge and skills, with rules for generating the content of the variable slots in the templates (e.g., Baker, Niemi, Minstrell, & Black, 2003; Baker, Niemi, Minstrell, Black, & Vendlinski, 2003; Williamson et al., 2003a). Reusable task structures should include tasks that incorporate multimedia, scenarios and a variety of response formats (Chung, Niemi, & Bewley, 2003). The taxonomy of knowledge and skills to be used will come from Research Topic 1 (Performance Modeling). The architecture should include a schema for tagging the content that will populate variable elements of templates and rules for scoring alternative types of responses. This task should integrate with SCORM and the IMS question and test interoperability (QTI) and assessment sequencing standards.
Developing authoring systems to automate creation, storage and assembly of components focuses on building and testing software systems to operationalize all aspects of the assessment object strategy. It may be necessary to build several prototypes and conduct “bake-off” studies to compare their usability, efficiency and scalability. In addition to the software itself, guidelines for workflow processes for template-based modular assessment development and assembly should be generated.

New models and automated systems are needed for managing, analyzing and aggregating the great variety of response data that will be generated by online assessments in order to update learner profiles. Because the assessment object strategy transparently aligns elements of learner responses in multiple task types with elements of expertise, it will be possible to use data from multiple sources to compile evidence about a learner’s status in relation to specific learning objectives or competencies (e.g., Baker, Niemi, Minstrell, Black, & Vendlinski, 2003; Niemi & Baker, 2003; Niemi, Chung, & Bewley, 2003). In addition, response data from one source can be simultaneously mapped to multiple dimensions of expertise. Complex configurations of scores and application of probabilistic statistical techniques to draw inferences from those scores need to be tested and demonstrated to generate valid inferences (e.g., Chung, Niemi, & Bewley, 2003; Mislevy, 1994; Williamson et al., 2001). 

The integration with learning environments and data tracking/reporting systems will involve demonstration projects to show that the software for item/task generation, scoring and inference can be integrated into a variety of online learning environments.

Table 2 presents an agenda to create an agreed-upon modular architecture for representing reusable components of assessment tasks and to develop processes and software to support such an assessment object strategy.  

Table 2:  Assessment Object Strategy

	
	Milestones
	

	Tasks
	3-year
	5-year
	10-year
	Measures

	Specify general assessment object architecture
	Architecture for the modular components and variable elements of assessment tasks

Metatagging schema for components and content


	Specifications for the modular components of different assessment types and formats, such as simulation tasks, tasks requiring text responses, new formats such as drag and drop
Architecture integrated with SCORM and QTI
	All new assessment development processes, tools and systems conform to this architecture
Training aligned for measurement and instructional design professionals
	Integration with SCORM/ QTI
Architecture aligns with general content models

	Develop authoring systems to automate creation, storage and assembly of components
	Prototype software and demonstration projects in military, corporate and university contexts
	Fully functioning software for multiple assessment task types

Documentation of efficiency gains based on comparative studies
Documentation of best practices in managing workflow
	Widespread creation and use of tools based on similar architecture and with similar functionality
	Standards
Widespread adoption

	Develop mechanisms for scoring and aggregating data from multiple sources
	Specifications for different types of scoring, analysis and aggregation to generate mastery inferences
	Demonstrations of complex configurations of multiple scoring of multiple task and response types and aggregation of data
Study results that establish the validity of the methods
	Completely flexible scoring, analysis and aggregation mechanisms provided by Web services
	Standards

Widespread adoption

	Integrate with learning environments and data tracking/reporting systems
	Specification of integration needs
	Demonstration of integration with online learning systems, simulations, systems that store competency models
Analysis and reporting applications and services
	Seamless interoperability of assessment types and content with other systems and services

	Standards
Widespread adoption


4.3 Multidimensional Learner Models and Measurement Methods

The concept of learner modeling comes from intelligent tutoring systems (Sleeman and Brown, 1992). An Intelligent Tutoring System (ITS) has four components: 

· A model/representation of expert domain knowledge (expert model)

· An interface which presents a problem or scenario to elicit a learner response  (interface)

· A dynamic model of the learner’s knowledge based on learner responses in the interface (learner model)

· A mechanism for comparing the student model to the expert model, diagnosing errors and generating “intelligent” feedback or adaptations of the instruction. 

The concept of a learner model has been incorporated into standards and systems for online learning. One of the functions of a Learning Management System (LMS) is to maintain a profile of each learner based on the learner’s completion and mastery data from learning objects launched and tracked by the LMS.  Many LMSs automatically map the learner profile and the learning content to competencies, perform analysis of the gap between the learner’s current state and his desired competency profile and prescribe the appropriate learning content to master missing competencies.

The concept of a learner model has also been explicitly incorporated into Mislevy’s evidence-centered assessment design approach, which aligns definitions of competency/proficiency with task specifications and variables in a student model which get updated based on analysis of multiple sources of data (Mislevy et al., 2002).

To date, the learner modeling component of most ITSs, and also online learning systems, has consisted only of content mastery data. In ITS’s, the level of detail (granularity) of the content mastery data is high, as is the number of aspects of domain knowledge monitored (multidimensionality) since the system wants to make precise diagnosis of knowledge gaps to continuously adapt the instruction.  In online learning systems, the information in the learner model is usually at a very gross level, representing whatever the system recognizes as “assignable units” or learning objects. We need to add other layers of granularity and dimensionality to the competency data in learner models in online learning systems so that more precise recommendations, adaptations and reporting can occur. We also need to develop representations of the learner’s progress towards mastery that are dynamic and up-to-date.  The key to determining the appropriate levels of granularity and dimensionality for learner models is driven by the purposes to which they will be applied.  Understanding the applications of these models will drive the development and extension of these models to better fulfill the specific utilities.

Intelligent tutoring systems were created to replicate the processes of one-on-one human tutoring which have been shown to increase learning by an average of 2 standard deviations (Bloom, 1984). We know that expert human tutors “… devote at least as much time and attention to issues of motivation and affect as they do to issues of information and cognition … attempting to pay simultaneous and continuous attention to both the cognitive and the affective state of the learner … and their pedagogical decisions – ranging from which problem to present next to how to respond to a particular mistake or grimace – … depend on these concurrent cognitive and affective models of the student.” (Lepper et al., 1993).  Research on individual differences indicates that, in addition to domain knowledge, there are other variables, particularly metacognition, self-regulation and motivational states, that influence learning and can be used to increase the effectiveness of instructional adaptations (Snow, 1994). 

Thus, a comprehensive learner model should be multidimensional and reflect not only multiple dimensions of domain knowledge, but also metacognitive and motivational constructs. This more comprehensive profile can be used not just to make better real time decisions about learning content, but also to support decisions related to selection, promotion and performance management in organizations.  

Once we have specified the dimensions of a multidimensional learner model, we need guidelines for measuring the various dimensions, both for the dimensions of domain knowledge and the dimensions of metacognition and motivation. 

Royer, Cisero and Carlo (1993) summarized dozens of techniques that have been used for assessing cognitive dimensions of performance, including measures of knowledge structure and organization such as concept mapping (see e.g., Chung, de Vries, Cheak, Stevens, & Bewley, 2002; Chung, O’Neil, & Herl, 1999; Herl, O’Neil, Chung, & Schacter, 1999; Hsieh & O’Neil, 2002; Schacter, Herl, Chung, Dennis, & O’Neil, 1999), efficiency of procedures (e.g., card sorting) and automaticity of performance (e.g., speed). For online measurement of domain knowledge, there is no shortage of item types and formats to use.  They include scenario-based prompts with text responses (which are automatically scored using latent semantic analysis), multimedia simulations with embedded multiple choice questions for context-specific decisions to device simulations with clickable areas (e.g., Baker, Niemi, Minstrell, Black, & Vendlinski, 2003). However, we lack good data on the relative benefits and costs of different methods. 

Snow and Jackson (1992) catalogued all of the techniques that had been used to measure metacognitive and motivational states (cognitive states) during learning, including measures of achievement motivation, self-regulation, interest and perceived self-efficacy. The techniques included self-reports such as questionnaires, interviews, responses to online questions (O’Neil & Abedi, 1996; Hong, O’Neil, & Feldon, in press), rating responses to hypothetical situations, predictions of success, confidence ratings, unobtrusive measures such as relative time spent and actions taken during learning. Research is needed to adapt and embed some of these methods into online learning environments to test and compare their viability as data sources for multidimensional learner models. Further research is needed to identify the most efficient and valid techniques to use for measuring motivational and metacognitive states during online learning. 

Just like research on domain knowledge and expertise, there are many theories and models of metacognition and motivation. The research to create and validate multidimensional learner models and their components would first identify the most promising variables and their component variables to be included in learner models. Then measures of these would be embedded in existing learning environments to test the efficiency, utility and validity of the data generated. This research would result in guidelines for when to use more and less elaborate learner models. For example, a less granular model might be appropriate for systems only capable of macro-adaptation of content, whereas a more detailed model would be needed for adaptation within a learning object, which might be a complex simulation (Vendlinski & Stevens, 2000). We must also develop methods of validating these complex multivariate latent models and identifying unusual patterns of observations. 
Research is needed to identify and test the relative utility, efficiency and validity of both obtrusive and unobtrusive indicators of metacognitive and motivational variables in online learning environments. In addition, tools to add more elaborate monitoring functionality to learning management systems are needed.  These tools include the exploration of appropriate statistical methods for adaptive decision-making and drawing valid conclusions about learner models on the basis of user interactions with the learning environment.
An approach to cost-benefit studies of learner models with various types of measures and levels of granularity might be to systematically eliminate components or layers of detail in a learner model and examine the effect on other variables in the model and on the instructional modifications and actual learner performance. We ultimately want validated guidelines for the most appropriate learner model and measurement techniques depending on budget, context and purpose.

Table 3 presents an agenda that will expand the constructs included in learner models, identify multiple methods for gathering and analyzing data to generate valid estimates of those constructs and develop software to automate the processes of gathering and analyzing learner modeling data in online learning environments

Table 3:  Learner Models and Methods

	
	Milestones
	

	Tasks
	3-year
	5-year
	10-year
	Measures

	Create and validate multidimensional learner models and their components
	Synthesis of existing research on learner models
Specification of variable hierarchies to include in learner models, including motivation and metacognition
Specification of levels of granularity for different purposes
	Prototypes of models embedded in some online learning environments
Study results that compare efficiency, utility and validity of different learner models in different contexts
	Prescriptions and standards for learner models exist and are widely adopted
Prescriptions for when to use more and less detailed learner models


	Incorporation into LIP standards

	Validate multiple sources of data for learner model components
	Relevant sources of data mapped to learner model components
Specifications for data storage, analysis and aggregation
Demonstrations of data collection methods in variety of learning environments
	Study results that compare validity of data generated by different measurement, monitoring and modeling strategies in different types of learning environments (e.g., tutorial and simulation)


	Tools to easily insert monitoring functionality in variety of types of online learning environments
Tools to specify analysis and actions based on particular levels of mastery and motivation
	Widespread use
Incorporation into LIP standards

	Cost/benefit studies
	Study results that compare costs of development, delivery and validity/utility of data from different measurement methods
	Study results that examine the cost/benefit of additional levels of granularity in learner models
	Decision-aids for choosing different types of measurements and levels of granularity based on context, budget and purpose
	Widespread use
Incorporation into LIP standards


4.4 Reporting and Use of Assessment and Learner Modeling Data

Once we have data-rich multidimensional learner models embedded in online learning systems we need reporting strategies and automated system responses such as feedback and content personalization to take advantage of the new data. 

Feedback and guidance are essential components of a learning environment so that errors in performance can be pointed out and corrected and the learner can proceed to mastery. There are many dimensions of feedback and guidance that can be varied, for example, timing, content, amount, specificity, medium and control. Researchers have already studied these feedback variables in the context of computer-based instructions and many reviews of the literature are available (e.g., Kluger and DeNisi, 1996; Salas and Dempsey, 1993). In the context of an online learning system with a multilevel multidimensional learner model, we need to investigate the additional benefits of feedback on motivation and metacognition over and above corrective feedback on errors. 

We also need rules for selecting the targets of feedback.  For example, when a learner makes an error, what set of values for the content, motivation and metacognitive components of the learner model would trigger feedback that targets motivation as the first option to try. Once we have established rules for feedback decisions, we need software that allows an author to specify rules for triggering particular types of feedback. Authoring software also needs to allow for the entry of feedback segments that can intelligently and dynamically be pieced together, or presented in a variety of media, for example either as text or as spoken language.
Personalization of content can occur at a macro or micro level.  A multilevel learner model will permit either or both depending on the granularity of the content. One area requiring research is the level of granularity of content required to take advantage of more granular learner models.

Assessment data are reported to candidates themselves, to instructors and administrators and to other stakeholder groups such as human resource departments, certification bodies, program sponsors, policy makers and the general public. The level of detail, types of statistics and the aggregations reported vary for different audiences and purposes. Reporting should be real-time and there should be web-based interfaces for different audiences to query the same database to get just the information they need to make a decision. A good example of some of these features is on the National Assessment of Educational Progress web site. Database utility tools are now capable of generating reports in pdf format in real time so that the data are fresh, but the report is in printable format (Baker, 1999; Eller & Lee, 2001; Heritage, 2002, 2003; Heritage & Lee, 2002; Lee, Herman, & Mitchell, 2001; Mastergeorge, Hammersley, Fennell, & Barela,  2001; Mitchell,  Herman, Lee, & Gribbons, 2000). Research is needed to identify the best report layouts and graphical representations of data for different audiences and purposes.  Research is also needed to develop query interfaces for different users of the learner model data.

Validating rules for feedback and personalization of content will encompass many studies where rules for triggering feedback based on states of the learner mode are varied, aspects of feedback itself are varied and the resulting impact on learner performance is compared.  Rules and strategies that reduce time to learn and increase mastery will be deemed the best. Feedback and guidance in the form of hints and on-demand access to help should also be investigated. This task will generate rules for generating multi-faceted feedback and personalization of content (e.g., Hsieh & O’Neil, 2002; O’Neil, Chuang, & Chung, in press). 

Developing interfaces for authoring feedback mechanisms will focus on developing authoring tools components and interfaces for specifying complex rules and content for feedback. These tools should incorporate the rules that were generated by the research in the first task (e.g., Muraida, Spector, O’Neil, & Marlino, 1993; O’Neil, 1979a, 1979b; O’Neil, & Baker, 1993, 1997; O’Neil, Mayer, Herl, Niemi, Olin, & Thurman, 2000; O’Neil, Wang, Chung, & Herl, 2000).  

Developing real-time flexible reporting systems focuses exclusively on reporting of learner model data for different audiences.  Reporting mechanisms, layouts and query interfaces of different types can be created and compared for usability by the audiences.

Developing software applications for data management and sharing focuses on the technical aspects of databases, data transfer and integration of learner models, report services and authoring and delivery of sophisticated feedback.
Table 4 presents the tasks to develop and validate models, guidelines and software for combining and reporting data, and using data to generate feedback, guidance and content adaptations based on the learner profile (e.g., Vendlinski & Stevens, 2001).

Table 4:  Reporting and Data Use

	
	Milestones
	

	Tasks
	3-year
	5-year
	10-year
	Measures

	Validate rules for feedback and personalization of content
	Synthesis of existing research on feedback
Study results on benefits of adding feedback based on motivational and metacognitive states
Study results that compare mechanisms for triggering feedback/hints/guidance/content adaptation
	Empirical study results that compare methods for delivering feedback/scaffolding/ coaching (intelligent agents, multimedia etc.)
Results of studies of alternative timing of feedback
Results of studies that compare levels of specificity of feedback

Decision-aids/rules for personalizing content
	Demonstration of increased effectiveness of instruction that incorporates standard rules for feedback and personalization
Demonstration of decrease in time to learn when content is personalized
Demonstration of additional benefits of motivational / metacognitive modeling over domain knowledge modeling
	Incorporation into standards and widely used systems

Reduced drop-out rate in e-learning

	Develop interfaces for authoring feedback mechanisms
	Identification of best authoring tools for rule-based feedback and personalization

Demonstration projects
	Rule-based feedback authoring incorporated into authoring tools
	Validation of automated management of feedback in simulations
	Authoring tools allow set up of rules for feedback

	Develop real-time flexible reporting systems
	Report layouts for different audiences and purposes
Query interfaces for generating real-time reports
	Automatic generation of reports 
	Real-time generation of reports from multiple databases
	Reduced costs

More timely reporting

More diagnostic reporting

	Develop software applications for data management and sharing
	Identification of systems that need to share data
Data structures and application program interfaces (APIs) for transfer of data 
	Demonstration projects
	Widespread use of standard data structures and transfer protocols
	Standards for learner profile data sharing and reporting


4.5 Web Services Infrastructure for Integration of Software Applications and Services

Software and authoring tool development has been embedded in other topic areas. In this topic area, the focus will be on developing a larger infrastructure into which various authoring tools, analysis services, reporting services and decision aids can be integrated. This would enable a scenario, for example, in which an author would create tasks in one application that could be delivered as part of an online assessment or as part of a learning experience.  In both cases, the response data would be sent to another service for analysis and the resulting diagnosis could be sent to either a reporting service or back to the learning environment to trigger feedback or the next piece of content to be presented. The work in this area will involve close collaboration with standards groups.
Designing and building Web services infrastructure will involve the specifying architecture, prototyping it and writing APIs to connect component software applications, such as authoring tools or reporting services.

Validating integration of component services will involve demonstration projects to verify that tools developed in other topic areas will integrate with the infrastructure. 

Integrating with other e-business services will connect the infrastructure and services for learner modeling and assessment with other e-business services, such as human resource information systems and higher education student databases. 

Table 5 presents the tasks for the development of a web services infrastructure to support the integration and interoperability of software, systems and services for learner modeling and assessment.

Table 5: Web Services Infrastructure

	-


	Milestones
	

	Tasks
	3-year
	5-year
	10-year
	Measures

	Design and build Web services infrastructure
	Principles and knowledge base for infrastructure architecture identified
Functional design specifications exist

Prototypes for underlying infrastructure exists
	APIs exist
Successful demonstrations of integration of component services and applications


	All vendor systems and tools for online learning and assessment built to run in Web services architecture
	Architecture reflects SCORM / QTI / LIP Standards 

	Validate integration of component services
	Prototype services and applications (authoring, scoring, analysis, maintenance of learner models; reporting) ready for integration (from Research Topic areas 2, 3 and 4)


	Demonstration of all services working together for variety of purposes
	Automation and integration of all elements of assessment design, development and delivery process

Help systems for all components

System is self-correcting
	Reduced costs of assessment development and delivery
More authentic online assessment
More sophisticated learner models
Personalization of e-learning content

	Integrate with other e-business services
	Identification of other Web services that can be integrated
	Pilot tests of integration with other ERP services and applications
	APIs for integration with other services
	Integration of online learning and assessment with other e-business services


5  Launching and Stimulating the Learner Modeling and Assessment Research Agenda

There are many flaws in current assessment systems, such as inefficient assessment development processes, lack of valid theory guiding task development, lack of alignment of scoring with competency definitions and lack of integration of assessment with instruction. With the Internet, we finally have a technology that can enable solutions for these problems. The biggest challenge is for cognitive, instructional and measurement scientists to agree on their theories and processes and specify them precisely enough so that programmers and software engineers can create the infrastructure and tools to automate and integrate assessment development, delivery and use. 

The tasks laid out in this roadmap will lead to:

· More valid and consistent interpretations of assessment data across domains, assessment formats and learning contexts

· More efficient and flexible assessment development processes and systems

· Widespread use of learner models that combine estimates of knowledge and affective variables at various levels of granularity

· Seamless integration of assessment in online learning environments

· Robust modular authoring, delivery, analysis and reporting software

· A Web services infrastructure to support the integration of software and services related to assessment and online learning

· Widespread adoption of standards for learner modeling and assessment in online learning.

In 10 years time, if the goals of this research agenda are accomplished, much of the human guesswork will have been removed from the assessment activity. So much of the process of item generation will have been automated that content experts themselves will be able to input content via simple interfaces that will automatically populate assessment tasks.  So much of the assessment data analysis process will have been automated that psychometricians will be tweaking rules in the system rather than running analysis on sets of data.  Assessment data will be gathered unobtrusively as learners work on authentic practice tasks, being prompted with relevant information just when they need it. Learners will be able to view their learning plans and their progress towards mastery of component skills, which will be directly relevant to their jobs or a personal goal. School dropouts will be unheard of because only relevant content will be presented to each learner. If a learner accidentally chooses a learning object for himself that is too difficult or too easy, the motivational variables in the learner model will reach levels that will trigger immediate guidance to abandon the activity or to try one that is easier or more challenging.
In 10 years time, the cost of assessment will be significantly lower and its utility will be significantly higher. The increased personalization of learning will reduce the costs of education and training because each learner will be getting just the amount of content she needs and spending the minimum amount of time to attain mastery. The dream of a personal intelligent tutor for every learner will be realized.
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